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ABSTRACT

The isotropy of the late Universe and consequently of the X-ray galaxy cluster scaling relations is an assumption greatly used in
astronomy. However, within the last decade, many studies have reported deviations from isotropy when using various cosmological
probes; a definitive conclusion has yet to be made. New, effective and independent methods to robustly test the cosmic isotropy are of
crucial importance. In this work, we use such a method. Specifically, we investigate the directional behavior of the X-ray luminosity-
temperature (LX–T) relation of galaxy clusters. A tight correlation is known to exist between the luminosity and temperature of the
X-ray-emitting intracluster medium of galaxy clusters. While the measured luminosity depends on the underlying cosmology through
the luminosity distance DL, the temperature can be determined without any cosmological assumptions. By exploiting this property
and the homogeneous sky coverage of X-ray galaxy cluster samples, one can effectively test the isotropy of cosmological parameters
over the full extragalactic sky, which is perfectly mirrored in the behavior of the normalization A of the LX–T relation. To do so,
we used 313 homogeneously selected X-ray galaxy clusters from the Meta-Catalogue of X-ray detected Clusters of galaxies. We
thoroughly performed additional cleaning in the measured parameters and obtain core-excised temperature measurements for all of
the 313 clusters. The behavior of the LX–T relation heavily depends on the direction of the sky, which is consistent with previous
studies. Strong anisotropies are detected at a &4σ confidence level toward the Galactic coordinates (l, b) ∼ (280◦,−20◦), which is
roughly consistent with the results of other probes, such as Supernovae Ia. Several effects that could potentially explain these strong
anisotropies were examined. Such effects are, for example, the X-ray absorption treatment, the effect of galaxy groups and low
redshift clusters, core metallicities, and apparent correlations with other cluster properties, but none is able to explain the obtained
results. Analyzing 105 bootstrap realizations confirms the large statistical significance of the anisotropic behavior of this sky region.
Interestingly, the two cluster samples previously used in the literature for this test appear to have a similar behavior throughout the sky,
while being fully independent of each other and of our sample. Combining all three samples results in 842 different galaxy clusters
with luminosity and temperature measurements. Performing a joint analysis, the final anisotropy is further intensified (∼5σ), toward
(l, b) ∼ (303◦,−27◦), which is in very good agreement with other cosmological probes. The maximum variation of DL seems to be
∼16 ± 3% for different regions in the sky. This result demonstrates that X-ray studies that assume perfect isotropy in the properties
of galaxy clusters and their scaling relations can produce strongly biased results whether the underlying reason is cosmological or
related to X-rays. The identification of the exact nature of these anisotropies is therefore crucial for any statistical cluster physics or
cosmology study.

Key words. cosmology: observations – X-rays: galaxies: clusters – large-scale structure of Universe – galaxies: clusters: general –
methods: statistical – catalogs

1. Introduction

The isotropy of the Universe on sufficiently large scales is a fun-
damental pillar of the standard model of cosmology. The most
important consequence of isotropy is that the expansion rate of
the Universe as well as the physical properties of all astronom-
ical objects must be the same regardless of the direction in the
sky. Due to the high significance of this hypothesis, it is nec-
essary that it is robustly scrutinized and tested against different
cosmological probes using the latest data samples.

What was initially introduced as a repercussion of gen-
eral relativity and the Friedmann-Lemaître-Robertson-Walker
(FLRW) metric was later supported by observations. The most
crucial of them is arguably the cosmic microwave background
(CMB) as observed by Cosmic Background Explorer (COBE,
Efstathiou et al. 1992), the Wilkinson Microwave Anisotropy
Probe (WMAP, Bennett et al. 2013), and the Planck (Planck

Collaboration XVI 2016) telescopes. CMB shows a remark-
able isotropy at small angular scales (high multipoles), whilst
some anisotropies are still present in lower multipoles. The
most prominent one is the so-called CMB dipole which, if one
assumes its purely kinematic origin, is caused by the Doppler
shift due to the motion of our Solar System with respect
to the CMB rest frame. This indicates that the Solar Sys-
tem moves toward the Galactic coordinates (l, b)∼ (264◦,+48◦)
with a peculiar velocity of ∼370 km s−1 (Kogut et al. 1993;
Fixsen et al. 1996) with respect to the CMB rest frame. Another
anisotropic feature present in the CMB is the dipole power asym-
metry detected in both WMAP and Planck with a significance
of ∼ 2−3.5σ toward (l, b) ∼ (230◦,−20◦) (Eriksen et al. 2004;
Hanson & Lewis 2009; Bennett et al. 2011; Akrami et al. 2014;
Planck Collaboration XXIII 2014; Planck Collaboration XVI
2016). Its nature still remains relatively unclear. The interpre-
tation of the significance of these results differ between papers.

Article published by EDP Sciences A15, page 1 of 42

https://doi.org/10.1051/0004-6361/201936602
https://www.aanda.org
https://www.edpsciences.org


A&A 636, A15 (2020)

Other potential challenges for the isotropy of the Universe found
in the CMB is the parity asymmetry, ∼3σ toward (l, b) =
(264◦,−17◦) and the unexpected quadrupole-octopole alignment
and the existence of the Cold Spot at (l, b) = (210◦,−57◦)
(Tegmark et al. 2003; Vielva et al. 2004; Kim & Naselsky 2010;
Aluri & Jain 2012; Cai et al. 2014; Planck Collaboration XXIII
2014; Planck Collaboration XVI 2016; Schwarz et al. 2016).

The CMB is a great tool to study the behavior of the early
Universe. However, it can be quite challenging to extract infor-
mation about the directional behavior of the late Universe based
on that probe. This problem intensifies when one considers that
according to ΛCDM the late Universe is dominated by dark
energy whose effects are not directly present in the CMB spec-
trum. Moreover, since the nature of dark energy is still com-
pletely unknown, one can only make assumptions about the
isotropic (or not) behavior of dark energy. Consequently, it
becomes clear that other cosmological probes, at much lower
redshifts than the CMB, are needed in order to search for pos-
sible anisotropies in the late Universe. There are indeed many
probes that have been used for such tests.

For instance, Type Ia supernovae (SNIa) have been exten-
sively used to test the isotropy of the Hubble expansion with
many results reporting no significant deviation from the null
hypothesis (Lin et al. 2016; Andrade et al. 2018; Sun & Wang
2018; Wang & Wang 2018). Other studies however, claim
to detect mild-significance anisotropies in the SNIa samples
that more often than not approximately match the direction
of the CMB dipole (Schwarz & Weinhorst 2007; Antoniou
& Perivolaropoulos 2010; Colin et al. 2011, 2017; Mariano
& Perivolaropoulos 2012; Kalus et al. 2013; Appleby et al.
2015; Bengaly et al. 2015; Javanmardi et al. 2015; Migkas
& Plionis 2016). Generally, the reported results from SNIa
strongly depend on the used catalog. Moreover, the robust-
ness of SNIa as probes for testing the isotropy of the Universe
based on the current status of the relative surveys has been
recently challenged (Colin et al. 2017; Beltrán Jiménez et al.
2015; Rameez 2019). This is mainly because of the highly inho-
mogeneous spatial distribution of the data (most SNIa in the
latest catalogs lie close to the CMB dipole direction), their sensi-
tivity to the applied kinematic flow models which readjust their
measured heliocentric redshifts, as well as the assumptions that
go into the calibration of their light curves.

Other probes that have been used to pinpoint possible
anisotropies or inconsistencies with the ΛCDM model are
the X-ray background (Shafer & Fabian 1983; Plionis &
Georgantopoulos 1999), the distribution of optical (Javanmardi
& Kroupa 2017; Sarkar et al. 2019) and infrared galaxies
(Yoon et al. 2014; Rameez et al. 2018), the distribution of dis-
tant radio sources (Condon 1988; Blake & Wall 2002; Singal
2011; Rubart & Schwarz 2013; Tiwari & Nusser 2016; Bengaly
et al. 2018, 2019; Colin et al. 2019), gamma-ray bursts (Řípa
& Shafieloo 2017; Andrade et al. 2019), peculiar velocities of
galaxy clusters (Kashlinsky et al. 2008, 2010, 2011; Watkins
et al. 2009; Atrio-Barandela et al. 2015) and of SNIa (Appleby
et al. 2015) etc. While some of them find no statistically sig-
nificant challenges for the null hypothesis of isotropy, others
provide resultswhichareunlikely tooccurwithin thestandardcos-
mological model framework. The use of standard sirens for such
tests in the future has also been proposed (e.g., Cai et al. 2018).

Since the outcome of the search for a preferred cosmolog-
ical direction remains ambiguous, new and independent meth-
ods for such tests should be introduced and applied to the
latest data samples. In Migkas & Reiprich (2018; hereafter
M18), the use of the directional behavior of the galaxy cluster

X-ray luminosity-temperature relation is described as a cosmo-
logical probe. It is well-known that galaxy clusters are the most
massive gravitationally bound systems in the universe, strongly
emitting X-ray photons due to the large amounts of hot gas they
contain (∼10% of their total mass) in their intra-cluster medium
(ICM). Their physical quantities follow tight scaling relations,
for which Kaiser (1986) provided mathematical expressions.
Specifically, the correlation between the X-ray luminosity (LX)
and the ICM gas temperature (T ) of galaxy clusters is of partic-
ular interest since it can be used to trace the isotropy of the Uni-
verse, which is a new concept for such cosmological studies. The
general properties of the LX–T scaling relation have been exten-
sively scrutinized in the past by several authors (e.g., Vikhlinin
et al. 2002; Pacaud et al. 2007; Pratt et al. 2009; Mittal et al.
2011; Reichert et al. 2011; Hilton et al. 2012; Maughan et al.
2012; Bharadwaj et al. 2015; Lovisari et al. 2015; Giles et al.
2016; Zou et al. 2016; Migkas & Reiprich 2018; Ebrahimpour
et al. 2018).

In a nutshell, the gas temperature, the flux and the redshift
of a galaxy cluster do not require any cosmological assump-
tions in order to be measured1. Using the flux and the redshift
together with the luminosity distance, through which the cosmo-
logical parameters come into play, one can obtain the luminos-
ity of a cluster. The luminosity however can also be predicted
(within an uncertainty range) based on the cluster gas temper-
ature. Hence, adjusting the cosmological parameters, one can
make the two luminosity estimations match. This can be repeat-
edly applied to different sky patches in order to test the consis-
tency of the obtained values as a function of the direction. The
full detailed physical motivation behind this is discussed in M18.
There, it is shown that the directional behavior of the normaliza-
tion of the LX–T relation strictly follows the directional behav-
ior of the cosmological parameter values. This newly introduced
method to test the Cosmological Principle (CP) could potentially
prove very effective due to the very homogeneous sky coverage
of many galaxy cluster samples (in contrast to SNIa samples),
the plethora of available data as well as large upcoming sur-
veys such as eROSITA (Predehl et al. 2016) which will allows
us to measure thousands of cluster temperatures homogeneously
(Borm et al. 2014). For studying the isotropy of the Universe
with the future surveys, it is of crucial importance that any exist-
ing systematic biases that could potentially affect the LX and T
measurements of galaxy clusters would have been identified and
taken into account by then.

In this paper, we construct and use a new galaxy cluster sam-
ple in order to identify regions that share a significantly dif-
ferent LX–T relation compared to others. This could lead to
pinpointing an anisotropy in the Hubble expansion or discover
previously unknown factors which could potentially affect X-ray
measurements of any kind. Except for the high quality obser-
vations and measurements, another advantage of our sample is
the small overlap with the XCS-DR1 (Mehrtens et al. 2012) and
ACC (Horner 2001) samples used in M18. There are only three
common clusters between our sample and XCS-DR1 (<1%) and
only a 30% overlap with ACC. Since we reanalyze the XCS-
DR1 and ACC sample in this paper as well, using the same
methods we use for our sample in order to perform a consis-
tent comparison, all the common clusters between the different
1 Only indirectly when the selection of the cluster relative radius
within which the used spectra are extracted is based on a cosmological
distance, such as the X-ray luminosity-mass scaling relation (LX−M)
and the conversion of the radius from Mpc to arcmin, where the lumi-
nosity and angular diameter distances enter. Nevertheless, even in these
cases, the dependence happens to be very weak.
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catalogs are excluded from XCS-DR1 and ACC. Our cluster
sample does not suffer from any strong archival biases in con-
trast to ACC. Throughout this paper we use a ΛCDM cosmol-
ogy with H0 = 70 km s−1 Mpc−1, Ωm = 0.3 and ΩΛ = 0.7 unless
stated otherwise.

The paper is organized as follows: In Sect. 2 we describe the
construction of the sample and how we derive the properties of
the clusters. In Sect. 3 we explain the steps we follow for the data
reduction and the spectral analysis of the observations. In Sect. 4
we present the modeling of the LX–T relation together with the
parameter fitting procedure. We also explain how we identify
possible spatial anisotropies and assign their statistical signifi-
cance. In Sect. 5 we present the first results, including the over-
all LX–T results and the 1-dimensional (1D) and 2-dimensional
(2D) anisotropies of our sample. In Sect. 6 we investigate several
X-ray and cluster-related causes that could possibly produce the
observed anisotropic signal in our sample. In Sect. 7 we examine
the case where the anisotropies in our sample have a cosmolog-
ical origin instead, assuming there are no systematics associated
with X-ray photons or cluster properties. In Sect. 8 we combine
our results with those obtained from ACC and XCS-DR1. We
express these joint-analysis anisotropies in cosmological terms.
In Sects. 9 and 10 we discuss our findings and their implications,
compare with other studies and summarize.

2. Sample selection

The cluster sample used in this work is a homogeneously
selected one based on the Meta-Catalogue of X-ray detected
Clusters of galaxies (MCXC, Piffaretti et al. 2011). Initially it
consisted of the 387 galaxy clusters above an unabsorbed flux
cut of f0.1−2.4 keV ≥ 5 × 10−12 ergs s−1 cm−2 excluding the Galac-
tic plane (|b| ≤ 20◦), the Magellanic clouds and the Virgo cluster
area. The flux for every MCXC cluster is found based on the
given X-ray luminosity and redshift, combined with a reversed
K-correction (the necessary temperature input was found by the
LX–T relation of Reichert et al. 2011). The MCXC luminosi-
ties (and therefore the calculated fluxes on which our sample is
based) were corrected for absorption based on HI measurements
(see Sects. 2.2 and 2.3).

The parent catalogs of the clusters we use are The ROSAT
extended Brightest Cluster Sample (eBCS, Ebeling et al. 2000),
The Northern ROSAT All-Sky (NORAS) Galaxy Cluster Sur-
vey (Böhringer et al. 2000) and the ROSAT-ESO Flux-Limited
X-Ray (REFLEX) Galaxy Cluster Survey Catalog (Böhringer
et al. 2004). They are all based on the ROSAT All-Sky Survey
(RASS, Voges et al. 1999).

Another selection criterion was for the clusters to have
good quality Chandra (Weisskopf et al. 2000) or XMM-Newton
(Jansen et al. 2001) public observations (as of July 2019). This
criterion is satisfied for 331 clusters. The rest 56 clusters for
which such observations were not available have a sparse sky
distribution and similar average properties with the 331 clusters
(as discussed later in the paper) and therefore their inclusion is
not expected to alter the results.

We reduced these 331 available observations, analyzed them
and extracted cluster properties as described below. This sam-
ple includes a large fraction (∼85%) of the eeHIFLUGCS
(extremely expanded HIghest X-ray FLUx Galaxy Cluster
Sample Reiprich 2017; Pacaud et al., in prep.) sample clusters.
eeHIFLUGCS is a complete, purely X-ray flux-limited sample
with similar selection criteria.

The final sample we use for this paper consists of 313 galaxy
clusters. The other 18 clusters are not used because of the

following reasons. Firstly, we excluded 11 clusters from our
analysis that we identified as apparent multiple systems (out of
a total of 15). This is due to the fact that clusters in rich environ-
ments tend to be systematically fainter than single clusters (M18
and references therein), thus biasing the final results. Moreover,
some of these seemingly multiple systems are located at differ-
ent redshifts but projected in our line of sight as real double
and triple systems (see Ramos-Ceja et al. 2019, hereafter R19).
When these different components are accounted as one system
in MCXC the flux of the “single cluster” is overestimated. As a
result, some of these systems falsely overcome the selected flux
limit while none of their true individual components has the nec-
essary flux to be included in our catalog. On the other hand, there
are cases where one of the individual extended components has
enough flux to be kept in our sample and at the same time it is
located at a different redshift than the other components of the
system (it does not belong to the same rich environment). In this
case, these extended sources were kept in the catalog and their
LX values were adjusted correspondingly (see Sect. 2.3) while
the other component(s) were excluded. Since we use Chandra
and XMM-Newton observations while the MCXC LX–T values
come from ROSAT observations, some minor inconsistencies
between these values and our own measurements are expected.
In order to account for this, we consider it as an extra source
of uncertainty and adjust the confidence levels of the final clus-
ter fluxes and luminosities accordingly as described later in the
paper.

Furthermore, we identify nine clusters to be strongly contam-
inated by point sources, likely Active Galactic Nuclei (AGN).
We confirm that by the absence of significant extended emis-
sion around the suspected point sources and by fitting a power-
law (constraining the power index and the normalization) and an
apec model to the spectra of the bright part of the point source
using XSPEC (Arnaud 1996). If the pow model returns a bet-
ter fit than the apec model we mark the source as an AGN.
Moreover, we search the literature for known stars and AGNs at
these positions. For three of these nine clusters (A2055, A3574E,
RXCJ1840.6−7709) the point sources are located close to the
(bright) cores of the clusters and cannot be deblended. Thus,
we chose to exclude these clusters since their MCXC LX values
would be overestimated and would add extra bias to our anal-
ysis. For another cluster (A1735) there is a strong AGN source
and a galaxy cluster with extended emission with an angular sep-
aration of ∼7′. This system has been identified as one cluster
in the MCXC catalog centered at the AGN position, which has
the higher contribution to the X-ray flux. Therefore, this sys-
tem was also excluded since the single extended emission com-
ponent does not surpass the necessary flux limit. For the rest
five clusters, using the Chandra and XMM-Newton images the
point sources are easily distinguishable from the cluster emis-
sion while the MCXC objects are centered close to the extended
emission centers. For these five systems we calculate the flux
of the point source using its spectra from one of the two afore-
mentioned telescopes and a pow model, and subtract it from
the MCXC flux in order to see if the extended emission alone
overcomes the flux limit. This procedure results in the exclusion
of three clusters (A0750, A0901, A2351), while the other two
(A3392, S0112) stay above the desired flux limit and are consid-
ered in our analysis after appropriately decreasing their MCXC
luminosity values (Sect. 2.3).

Since ∼50% of the clusters included in our sample have
been observed by both Chandra and XMM-Newton, we decide
to analyze these common clusters with the former. This is due
to the fact that Chandra data are generally less flared than
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Fig. 1. Sky distribution of the 313 clus-
ters in Galactic coordinates, with the col-
orbar indicating their redshift. There are
two clusters at z > 0.3 but the scale is set
in such way so the color contrast is opti-
mal.

XMM-Newton data. As a result, 237 clusters are analyzed using
Chandra observations while 76 clusters are processed using
XMM-Newton observations. For both telescopes, we extract and
fit the spectra within the energy range of 0.7−7 keV. The cross
calibration of the two satellites is discussed in Sect. 2.5. Using
Chandra data for ∼75% of our sample offers another advantage
as well. As mentioned before, in M18 two samples are used:
ACC which consists only of ASCA observations, and XCS-
DR1 which consists only of XMM-Newton observations. Sub-
sequently, mostly using a third independent telescope to built
our sample and study the anisotropy of the LX–T eliminates any
systematics that might occur in the results because of telescope-
specific reasons.

Consequently, the sample with which this analysis is per-
formed consists of 313 single galaxy clusters. For these clusters
we have self-consistently measured their gas temperatures T and
their uncertainties, as well as their metallicities Z and their X-ray
redshifts z. Furthermore, we know their optical spectroscopic z,
their fluxes fX and their luminosities LX within the 0.1−2.4 keV
energy range together with their uncertainties, their Galactic
(l, b) and Equatorial (RA, Dec) coordinates and the atomic and
molecular hydrogen column density NHtot in their direction. The
exact information for every parameter and where it comes from
is described in the following subsections. Their spatial distribu-
tion together with the redshift value used for each cluster can be
seen in Fig. 1. The vast majority of these 313 galaxy clusters are
included in the eeHIFLUGCS sample.

2.1. Redshift

For 264 out of the 313 clusters the given MCXC redshifts are
used. We have checked that all these clusters have at least seven
galaxies with optical spectroscopic redshifts in the NASA/IPAC
Extragalactic Database (NED) and that agree with the assigned
MCXC redshift. The median number of galaxies per cluster is 52
for these cases. For seven other clusters we reassigned a redshift
based on the already-existing optical spectroscopic data when
the offset between the apparently correct redshift value and the
MCXC redshift is ∆z ≥ 0.007, corresponding to ∼2000 km s−1.

The remaining 42 clusters either do not have enough optical
spectroscopic data in order to trust the given redshift or the dis-
tribution of the galaxy redshifts of the cluster is inconclusive. In
that case, the redshift of the cluster was determined from the
available X-ray data. For that, we extracted and fit the spec-
tra within the 0−0.2 R500

2 circle and within the 0.2−0.5 R500.
Using two apec models (one for each cluster region) with the
2 R500 = the radius within which the mean density of the cluster is 500
times greater than the critical density of the Universe.

temperature and metallicity parameters free to vary for both, the
redshift is also fit simultaneously but linked for the two regions
(same z for both regions). In Sect. 3 the technical details of the
spectral fitting process are discussed.

In order to make sure that the obtained X-ray redshifts are
trustworthy, we also determined them for the 264 clusters with
safe optical redshifts. The comparison of the optical and X-ray
redshifts is displayed in the top panel of Fig. 2. By comparing
the well-known optical redshifts with the X-ray ones, we see
that there is only a very small intrinsic scatter of ∆z = 0.0014
(∼420 km s−1) with the agreement being remarkable. It is note-
worthy that only 10% of the clusters have a deviation of more
than ∆z/(1 + zopt) ≥ 0.01 between the X-ray and the good
quality optical redshift, whilst only 3% deviate by more than
∆z/(1 + zopt) ≥ 0.02. Therefore, using the X-ray determined
redshifts for the 42 clusters without optically spectroscopic red-
shifts seems to introduce no bias. The final redshift distribution is
shown in the bottom panel of Fig. 2. Moreover, in the appendix is
further shown that using or not the clusters with X-ray redshifts
one derives very similar results. The redshift distribution of our
sample covers the z = (0.003−0.45) range while the median red-
shift of the sample is z = 0.075 (z = 0.072 for the excluded
clusters). All the aforementioned redshifts are heliocentric. The
clusters for which we changed their z values compared to the
ones from MCXC are displayed in Table C.1 with a star (*) next
to their names.

2.2. Hydrogen column density

The value of NH enters in both the determination of the LX (as
done in the parent catalogs) and in the T determination that is
performed in this analysis. Hence, an inaccurate treatment of the
input NH values could potentially bias both parameters mostly in
the opposite direction and eventually affect our results.

In the calculation of the LX of every cluster, the REFLEX
and NORAS catalogs used the neutral hydrogen NHI values com-
ing from Dickey & Lockman (1990; thereafter DL90), while
the (e)BCS catalog used again NHI values but as given in Stark
et al. (1992). As shown in Baumgartner & Mushotzky (2006)
and Schellenberger et al. (2015; S15 hereafter) the total hydro-
gen column density NHtot (neutral + molecular hydrogen) starts
to get significantly larger than NHI for NHI ≥ 6 × 1020 cm−2. If
this is not taken into account it would result in a misinterpreta-
tion of the total X-ray absorption due to Galactic material and
hence to underestimating LX while generally overestimating T .
In order to account for this effect, we used the NHtot values as
given by Willingale et al. (2013; hereafter W13) in all the spectra
fittings we performed and for correcting the MCXC LX values as
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described in the following subsections. The comparison between
the NHI used in the parent catalogs and the NHtot values we use
is displayed in Fig. 3.

One can see that for certain clusters NHtot < NHI, some-
thing that seems counter-intuitive. This happens because in the
calculation of NHtot, W13 use the NHI from the LAB survey
(Kalberla et al. 2005) and not from DL90. The LAB survey
has a better resolution and tends to give slightly lower NHI val-

ues than DL90 for the same sky positions, something that can
create these small inconsistencies for clusters where the molec-
ular hydrogen is not yet high enough. As stated above, we
corrected these inconsistencies for all the 313 clusters. The LAB
survey covers the velocity range of (−450 km s−1, +400 km s−1),
within which all neutral hydrogen is supposed to be detected.
This velocity range naturally propagates to the NHtot values we
use and any amount of hydrogen outside of this velocity range
is not accounted for. The median NHtot for the 313 clusters is
3.81 × 1020 cm−2 (4.35 × 1020 cm−2 for the excluded clusters).

2.3. Luminosity

We chose to use ROSAT luminosity measurements for the simple
reason that the entire R500 area of the clusters is observed in the
RASS. On the contrary, the field of view (FOV) of XMM-Newton
and (especially) Chandra does not cover the full R500 for most of
our clusters3. It has been shown though that the ROSAT LX val-
ues are fully consistent with the ones from XMM-Newton within
the ROSAT LX uncertainties (Böhringer et al. 2007; Zhang et al.
2011) (see Appendix A.9 for further tests)

Our estimates for the cluster X-ray luminosities used the
reported X-ray luminosities in the MCXC catalog as a baseline.
These luminosities were homogenized for systematics between
the different parent catalogs, and were aperture-corrected to
reflect the flux within R500 (for more details see Piffaretti et al.
2011, Chap. 3.4.1). For the relative luminosity uncertainty σLX

we assumed σLX ∼
1
√

CN
, where CN is the RASS counts from

the parent catalogs. We applied further corrections to the MCXC
cluster luminosities.

Firstly, we calculated K-correction factors to account for the
redshifted source spectrum when observed in the observer ref-
erence frame. We derived these factors in two iterative steps
in XSPEC using the scaling relations by Reichert et al. (2011)
for the input temperatures, and the 49 updated redshifts. The
changes that occurred are much smaller than σLX . Secondly,
the LX values were adjusted accordingly for the 49 clusters for
which we used new redshifts. The uncertainties of the fitted
X-ray z (both statistical and intrinsic) were propagated to the
LX uncertainties and added in quadrature to the already exist-
ing ones. Next, we corrected the MCXC LX for changes in
the soft-band X-ray absorption by using the combined molec-
ular and neutral hydrogen column density values as described
in Sect. 2.2. We first derived an absorbed LX by reversing the
absorption correction from Piffaretti et al. (2011), and then
derived updated unabsorbed LX values in XSPEC employing
the cluster temperatures and metallicities derived in this work.
Finally, the redshift-derived distances of nearby clusters might
be biased by peculiar velocities. For the five most nearby clusters
(50 h−1 Mpc, z ≤ 0.0116) we used redshift independent distance
measurements from NED (published within the last 20 years)
to derive the LX from the unabsorbed, k-corrected flux. The
standard deviation of these distance measurements was propa-
gated to the uncertainty of the luminosity. The average change
in the distance compared to the redshift distances is ∼7%. For
one cluster (S0851), no redshift independent distance was avail-
able and thus we adopted the redshift-derived distance but added

3 For this particular study, another advantage of using ROSAT mea-
surements is that we excluded the possibility of a XMM-Newton-related
anisotropic bias, since such anisotropies have already been detected for
XCS-DR1, a sample constructed purely by XMM-Newton observations
(see M18).
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Fig. 4. Comparison between the LX values after all the corrections we
applied and the MCXC values for the 313 clusters.

an uncertainty of 250 km s−14 due to possible peculiar motions,
which propagated in the σLX as well.

The comparison between the MCXC LX values and the val-
ues used in this analysis is shown in Fig. 4. As seen there, for
301 clusters (96% of the sample) the change in LX is ≤25%.
Since the intention of this paper is to look for spatial anisotropies
of the LX–T relation in the sky we need to ensure that we do
not introduce any directional bias through all of our LX cor-
rections. To this end, we compare the fraction LX,ours/LX,MCXC
(the latter is the value given by MCXC) throughout the sky
and we find it to be consistent within ±4%. Similar results are
obtained if one considers the fraction LX,MCXC/LX,parent, where
LX,parent is the value given in the parent catalogs (more details in
Appendix A.8).

The final LX range of the clusters we use is LX = (1.15 ×
1042−3.51 × 1045) erg s−1 while the median value is 1.45 ×
1044 erg s−1 (1.10 × 1044 erg s−1 for the excluded objects). The
median σLX is 10.6%.

2.4. Cluster radius

The radii of the clusters were used for selecting the region within
which the temperature and metallicity were measured. The R500
values of the clusters as given in MCXC were determined using
the MCXC LX value and the X-ray luminosity-mass scaling rela-
tion LX−M as given in Arnaud et al. (2010), which results in
LX ∼ R4.92

500 . Since we applied certain changes to the MCXC LX
values it is expected that also the respective R500 should (slightly)
change. Therefore, we used the same scaling relation to calculate
the new R500 in Mpc units. After that, the appropriate conversion
to arcmin units was required, using the angular diameter distance
(DA). Since there is only a weak R500 dependency on LX when
the latter changes only because of alternations in the NH absorp-
tion, the new R500 value does not significantly differ from the
MCXC one (all changes ≤5%, since DA remains fixed). How-
ever, when LX changes because of a modification in the used z
value then also DA changes, as well as the normalized Hubble
parameter E(z) = [Ωm(1 + z)3 + ΩΛ]1/2 and the critical density
of the Universe ρc(z) ,which are also included in the LX−R500
relation. This has a stronger impact on the final Rarcmin

500 (R500 in

4 Average difference between recession velocity as obtained by
redshift-independent distances and measured heliocentric velocities for
the other four clusters.

arcmin units) than the absorption case alone. Nonetheless, the
new Rarcmin

500 eventually changes by more than 10% only for 5 out
of 313 clusters. At the same time, 294 clusters (>94% of the
sample) show a ≤4% relative change in Rarcmin

500 . Therefore, the
direct use of the MCXC Rarcmin

500 values is practically equivalent
to our new values.

2.5. Temperature

We determined the temperature of each cluster within the
0.2−0.5 R500 annulus of every cluster in order to have self-
consistent temperature measurements that reflect the other clus-
ter properties (e.g., LX) in a similar way. The cores of the
clusters are excluded due to the presence of cool-cores, which
significantly bias the temperature measurement and potentially
increase the scatter of the LX–T relation (e.g., Hudson et al.
2010). As previously stated, here we used the NHtot values in
order to fit the spectra and obtain T . Since the new R500 values
do not considerably vary compared to the MCXC ones, we used
the latter for the spectra extraction with one exception: when the
difference between the two values was >10% (only five clus-
ters as stated above) then we used the redetermined R500 value.
Generally, the temperature shows only a weak dependance to
such small changes in R500 since the vast majority of the spectral
extraction regions remains unchanged. The relative difference in
the obtained temperature for these five clusters when we use both
ours and the MCXC R500 is by average ∼8%.

It has been shown that the Chandra and XMM-Newton tele-
scopes have systematic differences in the constrained tempera-
ture values for the same clusters (S15). Thus, one has to take
into account these biases when using temperature measurements
from both telescopes. To this end, for the 76 clusters in our
sample for which we use XMM-Newton data since we do not
have Chandra data, we converted their measured temperatures
to Chandra temperatures adopting the conversion relation found
in S15. To further check the consistency of this conversion, we
applied this test ourselves choosing 15 clusters in an XMM-
Newton temperature range of 1.2−8.5 keV (same range as for
the 76 XMM-Newton clusters) which have been observed by both
telescopes. We constrained their temperatures with both instru-
ments and we find that the best-fit relation provided by S15
still returns satisfactory results (Fig. A.8). The final temperature
range of these 313 clusters is T = (0.83−19.24) keV with the
median value being T = 4.5 keV, while the median uncertainty
is σT = 4.9%. Clearly the temperature range is considerably
wide which significantly helps the purposes of our study. The
suspiciously high temperature of 19.23 keV occurs for the galaxy
cluster Abell 2163 (A2163) when the Asplund et al. (2009) abun-
dance table is used. A2163 also lies in a high absorption region
with NHtot = 2 × 1021 cm−2. For other abundance tables, A2163
returns a temperature of ∼13−16 keV. This large difference is
mainly driven by the phabs absorption model and the change
of the Helium and Oxygen abundances. Generally, the average
difference between the obtained temperature values between dif-
ferent abundance tables do not vary by more than ∼3−5% and
thus, this cluster is a special case. For consistency reasons we
use the 19.23 keV value. Excluding this cluster from the sample
does not affect our results significantly since it is not an outlier
in the LX–T plane.

2.6. Metallicity

The metallicity of each cluster was determined simultaneously
with the temperature. The two different telescopes are not shown
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to give systematically different metallicity values for the same
clusters (although the intrinsic scatter of the comparison is rela-
tively large), and thus no conversion between the XMM-Newton
and Chandra values was needed. The metallicity range of the
used sample is Z = (0.04−0.87) Z� except for two clusters with
Z = 1.53+1.50

−1.07 Z� and Z = 3.86+0.61
−0.71 Z�, where the metallic-

ity determination of the latter is clearly inaccurate while the
former is consistent with typical metallicity values within the
1σ uncertainties. Excluding these two clusters from our analy-
sis has no significant effects on the derived results. Finally, the
median value is Z = 0.37 Z� with the median uncertainty being
σZ = 23.1%.

3. Data reduction and spectral fitting

3.1. Data reduction

The exact data reduction process slightly differs for the two
instruments. For the Chandra analysis, we followed the stan-
dard data reduction tasks using the CIAO software package (ver-
sion 4.8, CALDB 4.7.6). A more detailed description is given in
Schellenberger & Reiprich (2017; S17). For the XMM-Newton
analysis, we followed the exact same procedure as described
in detail by R19. In a nutshell, every observation was treated
for solar flares, anomalous state of CCDs (Kuntz & Snowden
2008), instrumental background and exposure correction. For
both instruments, the X-ray emission peak was determined and
used as the centroid for the spectral analysis5, while bright point
sources (AGNs and stars), extended structures unrelated to the
cluster of interest (e.g., background clusters) and extended sub-
structure sources were masked automatically and later by hand
in a visual inspection. For this analysis, the HEASOFT 6.20,
XMMSAS v16.0.0 and XSPEC v12.9.1 software packages were
used.

3.2. Background modeling

For the Chandra clusters, complementary to the S17 process,
the ROSAT All-Sky survey maps in seven bands (Snowden et al.
1997) were used to better constrain the X-ray background com-
ponents. The background value in each of the seven bands was
determined within 1◦−2◦ around the cluster.

For the XMM-Newton clusters, the only difference with the
process described in R19 is the background spectra extraction
region. The X-ray sky background was obtained when possible,
from all the available sky region in the FOV outside of 1.6 R500
from the cluster’s center. In this case, no cluster emission resid-
uals were added in the background modeling. This was done
mostly for the clusters located at z & 0.1 which have a small
apparent angular size in the sky. For most clusters, a partial over-
lap of the background extraction area with the 1.6 R500 circle is
inevitable and thus, an extra apec component to account for the
cluster emission residuals was added during the spectral fitting,
with its temperature and metallicity free to vary. The normaliza-
tions of the background model components were also left free to
vary during the cluster spectra fitting as described in detail in R19.

3.3. Spectral fitting

For the spectral fitting, the same methods were used as in
R19 (apec× phabs + emission and fluorescence lines) with only
some small differences which are described here. Firstly, the
0.7−7 keV energy range was used for all spectral fittings for both

5 Good agreement with MCXC for the vast majority of clusters.

instruments. This way we managed to exclude the emission lines
close to 0.6 keV which originate from the Solar Wind Charge
Exchange and cosmic X-ray background (S15, R19 and refer-
ences therein). Moreover, we avoid the events produced by the
fluorescent lines at 7.5, 8 and 8.6 keV which appear in the spec-
tra of the pn detector of XMM-Newton. Furthermore, Chandra
has a small effective area for energies higher than 7 keV. For all
the spectral fits the Asplund et al. (2009) abundance table was
used. Finally, for the 237 Chandra clusters the best-fit param-
eters of the spectral model were determined from an MCMC
chain within XSPEC, while for the 76 XMM-Newton clusters the
χ2-statistic was used.

4. The LX–T scaling relation

For obtaining the best-fit values of the LX–T relation parameters
and comparing them for clusters located in different directions
in the sky, we use a similar approach to M18. Here the strong
dependance of the LX on the cosmological parameters should
be stressed again, combined with the fact that T can be mea-
sured without any cosmological assumptions (see appendix for
the exact R500 and T dependance on the chosen cosmology).

4.1. Form of the LX–T scaling relation

We adopt a standard power-law form of the LX–T scaling rela-
tion as shown below:

LX

1044 erg s−1 E(z)−1 = A ×
( T
4 keV

)B

, (1)

where the term E(z) = [Ωm(1+z)3+ΩΛ]1/2 scales LX accordingly
to account for the redshift evolution of the LX–T scaling rela-
tion. The scaling of the temperature term was chosen to be close
to the median T = 4.5 keV. The exact constant scaling of the
LX values (1044 erg s−1) is not important since it is only a mul-
tiplication factor of the normalization. The exact scaling correc-
tion for the redshift evolution of the LX–T relation [E(z)] is also
not particularly significant for consistent redshift distributions
and low-z samples like our own, as discussed later in the paper.
In order to constrain the best-fit parameters the χ2-minimization
method is used and applied to the logarithmic form of the LX–T
relation,

log L′X = log A + B log T ′. (2)

Here, L′X and T ′ are defined as

L′X =
LX

1044 erg s−1 E(z)−1 and T ′ =
T

4 keV
· (3)

4.2. Linear regression

The exact form of the χ2-statistic used to find the best-fit A, B,
σint and H0 values is given by

χ2
L =

N∑
i = 1

(
log

[
L′X,obs

]
− log

[
L′X,th(T ′, p)

])2

σlog L,i
2 + B2 × σlog T,i

2
+ σint

2
, (4)

where N is the number of clusters used for the fit, L′X,obs and T ′

are the measured luminosity and temperature values respectively
(scaled as explained above), L′X,th is the theoretically expected
value for the luminosity based on the measured temperature in
addition to the fitted parameters p (A and B, or H0). Further-
more, σlog L,T,i are the Gaussian logarithmic uncertainties which
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are derived in the same way as in M186, while σint (which was
not included in M18) accounts for the intrinsic scatter of the
relation.

The latter is fitted iteratively, starting from 0 and increas-
ing step-by-step until there is a combination of p that gives
χ2

red ∼ 1, as in Maughan (2007), Maughan et al. (2012), Zou
et al. (2016) etc. Under certain conditions, this procedure might
return slightly underestimated σint values. However, this should
not be a concern since the exact values of σint are not of particu-
lar importance for this analysis and they are only used to derive
trustworthy parameter uncertainties from our χ2 model.

Additionally, the 1σ uncertainties of the fitted parameters are
based on the standard ∆χ2 = χ2 − χ2

min limits (∆χ2 ≤ 1 or 2.3
for one or two fitted parameters respectively). In the case of the
slope being free to vary, the projection of the x-axis uncertainties
to the y-axis also varies. This fitting method is comparable to
the BCES Y|X fitting method described by Akritas & Bershady
(1996).

Finally, we should stress that H0 and A cannot be simultane-
ously constrained since they are degenerate. One can put abso-
lute constraints only on the product A×H2

0 . Therefore, one needs
to fix one of the parameters to investigate the behavior of the
other. In Sect. 5 we use a fixed H0 = 70 km s−1 Mpc−1 to investi-
gate the behavior of A. In Sect. 7 we fix A to its best-fit value and
study the directional behavior of H0 through the χ2-minimization
procedure described above7.

4.3. Pinpointing anisotropies via sky scanning

With the purpose of studying the consistency of the fitted param-
eters throughout the sky and identifying specific sky patches that
seem to show a significantly different behavior than the rest, we
follow the method described below. We consider a cone of a
given radius θ (we use θ = 45◦, 60◦, 75◦ and 90◦) and we only
consider the clusters that lie within this cone. For instance, if we
choose a θ = 60◦ cone centered at (l, b) = (150◦, 30◦) then the
subsample of clusters consists of all the clusters with an angular
separation of ≤ 60◦ from these specific coordinates. By fitting
the LX–T scaling relation to these clusters, we obtain the nor-
malization (or H0), slope and intrinsic and total scatter for these
clusters. The extracted best-fit value for the fitted parameter is
assigned at these coordinates.

Shifting this cone throughout the full sky in steps of ∆l = 1◦
and ∆b = 1◦ in Galactic coordinates8, we can obtain the desired
parameter values for every region of the sky. We additionally
apply a statistical weighting on the clusters based on their angu-
lar separation from the center of the cone. This is given by sim-

ply dividing their uncertainties by cos
(
θ1

θ
× 90◦

)
, where θ1 is

the above-mentioned angular separation. Hence, the weighting
cos term is calibrated in such way that it shifts from 1 to 0 as
we move from the center of the cone to its boundaries, indepen-
dently of the angular size of the cone. This enlargement of the
uncertainties results in an artificial decrease of the σint which
is not of relevance here since, as explained before, σint mostly
acts as a nuisance parameter. Nevertheless, we perform tests to
ensure this does not bias our results, as explained in Sect. 9.2.

6 σlog x = log (e)× x+−x−
2x , where x+ and x− are the upper and lower limits

of the main value x of a quantity, considering its 68.3% uncertainty.
7 This is equivalent to directly converting A values to H0 values, since
the product A × H2

0 remains unchanged.
8 360 × 181 = 65 160 different cones.

All the A maps are plotted based on the A/Aall value, where
Aall is the best-fit A when all the clusters are used independently
of the direction. Finally, the maps have the same color scale for
easier comparison, except for the θ = 45◦ cone maps for which
the color scale is enlarged for better visualization.

4.4. Statistical significance and sigma maps

With the desired best-fit values and their uncertainties for every
sky region at hand, it is easy to identify the direction that shows
the most extreme behavior and assess the statistical significance
of their deviation. For quantifying the latter in terms of number
of sigma for two different subsamples we use:

No. of σ =
p1 − p2√
σ2

p1
+ σ2

p2

, (5)

where p1,2 are the best-fit values for the two different subsamples
and σ2

p1,2
are their uncertainties9.

Each time we constrain the anisotropic amplitude of the most
extreme dipole in the sky, while we also compare the two most
extreme regions in terms of the fitted parameter, regardless of
their angular separation. This is done by calculating the statis-
tical deviation (in terms of σ) between all the different cone
subsamples. The two sky regions for which the largest deviation
(highest no. of σ) is found between them, are the ones reported
in the following sections as “the most extreme regions”. In addi-
tion, a percentage value (%) is displayed next to each σ devia-
tion. This value comes from the difference of these two extreme
regions over the best-fit value for the full sample.

In order to create the significance maps, we use Eq. (5) to
compare the best-fit result p1 of every cone with the best-fit result
p2 of the rest of the sky. The obtained sigma value is assigned to
the direction at the center of the cone. All the significance maps
have the same color scale for easier comparison. For the majority
of cases, the two most extreme regions as defined above match
the highest σ regions in the significance maps.

Finally, as an extra test we also create 105 realizations using
the bootstrap resampling method in order to check the probabil-
ity of the extreme results to randomly occur independently of the
sky direction. The followed procedure is described in detail in
Sect. 9.2. Using all these estimates, one can determine the con-
sistency with what one would expect in an isotropic universe.

5. Results

5.1. The LX–T scaling relation for the full sky

Before we search for apparent anisotropies in the sky we con-
strain the behavior of the LX–T scaling relation for the full sam-
ple. We do not account for any selection biases in our analysis
since we believe that their effects are not important for this work.
This is because we wish to study the relative LX–T differences
between different sky regions (or from the overall best-fit line).
If we indeed corrected for selection effects we would constrain
the “true” underlying LX–T relation which would not represent

9 This formulation assumes that p1 and p2 are independent, which is
true when the two subsamples do not share any common clusters. This
is mostly the case for our results with few exceptions of .10% common
clusters between some compared subsamples. However, this does not
significantly affect the significance especially when one considers that
the weighting of these clusters is different for each subsamples based
on their distance from the center of the cone.
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Fig. 5. Top: LX–T relation for the 313 clusters (red) with their best-fit
model (black). LX is measured within the 0.1−2.4 keV energy range.
The best-fit models of other studies are displayed as well (dashed
lines). The best-fit solution when XMM-Newton temperatures are used
is shown as well (solid green). Bottom: 1σ (68.3%) and 3σ (99.7%)
confidence levels of the normalization and slope of the LX–T relation
as derived using Chandra- or XMM-Newton-converted temperatures for
all 313 clusters (purple and green respectively). As shown the best-fit
values for the same data can shift by ∼3σ depending on the instrument
used.

our data (but the true distribution). This might cause wrong esti-
mates for the relative LX–T differences. Therefore, we need to
constrain the relation that describes our 313 clusters best. Nev-
ertheless, in Sect. 6.4 we discuss the possible effects of selection
systematics and find that there is no indication that they compro-
mise our results.

We use the aforementioned 313 clusters and fit Eq. (1)
obtaining the best-fit normalization and slope of the LX–T rela-
tion as well as its intrinsic scatter. The results are:

Aall = 1.114+0.044
−0.040, Ball = 2.102 ± 0.064, and σint = 0.242 dex.

(6)

The statistical uncertainties for A and B are limited to
∼3−4% which highlights the precision of our results based on
the number and the quality of the data, combined with the large
covered temperature range of the clusters. Moreover, the total
scatter (statistical + intrinsic) of the LX–T is σtotal = 0.262 dex,
which means that the statistical uncertainties of the clusters con-
tribute to only 7% of the total scatter. The LX–T fit of our sample
is displayed in Fig. 5 (top panel).

The best-fit slope is slightly steeper than the expected value
from the self-similar model. Naively, the slope best-fit value
(∼2.1) might seem surprising since most studies find a LX–T
slope of B ∼ 2.3−3.6 (see references in Sect. 1). However, the
exact value depends on multiple aspects such as the energy range
for which LX was measured, the instrument used, the sample
selection (when no bias correction is applied), the temperature
distribution of the used sample, the cluster radius within which
parameters were measured etc. Generally, it is expected that
bolometric LX values return a steeper slope than soft band LX
values, such as the 0.1−2.4 keV band we use. This happens due
to the fact that the bolometric emissivity ε of the ICM for ther-
mal bremsstrahlung (which is the dominant emission process for
T & 3 keV) is ε ∝ n2

eT 0.5 (where ne is the electron density), while
ε in the soft band (0.1−2.4 keV as used here) is rather indepen-
dent of T for T & 3 keV (ε ∝ n2

e). Therefore, one very roughly
expects the slope of the LX–T relation to be smaller by ∼0.5 in
the 0.1−2.4 keV band; that is LX ∼ T 1.5 in the self-similar case.
In general, the best-fit LX–T relation tends to change slightly
when one corrects for selection biases (see references in Sect. 1
about the LX–T relation).

If we now convert all the measured temperatures to XMM-
Newton temperatures10 using the relation given in S15, we obtain
a slope of B ∼ 2.38, shifting by 2.8σ compared to our main
result, while the normalization remains the same. This result
is consistent with the previously reported values that used the
0.1−2.4 keV luminosities (e.g., Chen et al. 2007; Eckmiller et al.
2011; Lovisari et al. 2015)11. In the bottom panel of Fig. 5 the
68.3% and 99.7% confidence levels (1 and 3σ respectively) of
the fitted parameters are shown for Chandra-converted temper-
atures and XMM-Newton-converted temperatures. It should be
clear that this is done just for the sake of comparison and that
the Chandra temperatures are used for the rest of the paper.

A comparison between our results and the derived LX–T
scaling relation from other works is also shown in the top panel
of Fig. 5. We note that LX corresponds to the 0.1−2.4 keV energy
band for all the compared studies, while the results from the
BCES (Y|X) fitting method were used when available. Addition-
ally, the LX–T results for the full samples were used without any
bias corrections. From this comparison, it is clear that all the
derived results agree in the LX–T normalization value. In terms
of the slope, our Chandra fit is more consistent with the high-T
part of the distribution, while our XMM-Newton fit is quite sim-
ilar to the results of Eckmiller et al. (2011) and Lovisari et al.
(2015).

5.2. 1-dimensional anisotropies

As a first test for the potentially anisotropic behavior of our
galaxy cluster sample, we recreate the normalization against the
Galactic longitude plot as presented in M18 (Fig. 3 in that paper).
For this test, we consider regions centered at l with a width of
∆l = 90◦. At the same time, the whole Galactic latitude range
b ∈ (−90◦,+90◦) is covered by every region.

Firstly, we allow both A and B to vary simultaneously. The
behavior of these two parameters as functions of the Galactic
10 The measurements of the 76 XMM-Newton clusters are kept as they
are while the measurements of the 237 Chandra clusters are converted
to XMM-Newton temperatures based on S15.
11 For Lovisari+15 we display the bias-uncorrected result when all the
clusters and the Y|X fitting procedure are used. For Eckmiller+11 the
shown result is for all the available clusters as well. The result from
Chen+07 uses all the clusters and the hot temperature component as the
T value.
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Fig. 6. Best-fit normalization A (top) and slope B (bottom) of the LX–T
relation for every sky region over the best-fit results for the full sample
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and ∆b = 180◦. The x-axis values represent the central l value for every
bin.

longitude are displayed in Fig. 6. One sees that the slope remains
relatively constant throughout the sky, varying only by 18% from
its lowest to highest value, and with a relatively low dispersion.
Also, the largest deviation between any two independent sky
regions is limited to 1.8σ. No obvious systematic trend in the
slope as a function of the galactic longitude can be seen since
all the regions return slope values consistent with the full sam-
ple at ≤1.2σ. At the same time, this variation for the normal-
ization reaches 31% with a higher dispersion and a clear trend
with galactic longitude, while the strongest tension between two
independent sky regions appears to be 3.2σ.

Based on these results, the slope is kept fixed at the best-fit
value for the whole sample and only the normalization of the
LX–T relation is free to vary. In the top left panel of Fig. 7 the
best-fit normalization value A for every region is displayed with
respect to the best-fit Aall for the full sky (all 313 clusters). The
same is also done for ACC and XCS-DR1 with the results dis-
played in the top and bottom left panels of Fig. 7 respectively.
The only difference with the M18 results for these two samples
is that here the intrinsic scatter term is taken into account as well
during the fitting as shown in Eq. (4).

Surprisingly enough, the pattern in the behavior of the LX–T
normalization for our sample strongly resembles the results of
both ACC and XCS-DR1, despite being almost independent with
XCS-DR1, sharing only ∼30% of the clusters with ACC and fol-
lowing different analysis strategies. Specifically, the region with
the most anisotropic behavior compared to the rest of the sky
(2.9σ significance) is the one with the lowest A lying within
l ∈ [210◦, 300◦]. This region exactly matches the findings of
M18 for XCS-DR1, while the lowest A region for ACC is sep-
arated by 40◦. Here we should remind the reader that the 313
clusters we use share only three common clusters with XCS-
DR1 and 104 with ACC as these samples were used in M18.
The opposite most extreme behavior (highest A) is detected in
l ∈ [−20◦, 70◦] (same brightest region in ACC as well, 25◦ away

from XCS-DR1’s brightest region) with a deviation of 2.5σ com-
pared to the rest of the sky and 3.4σ compared to the lowest-A
region, which is similar to the two other samples.

In order to verify that the observed behavior is not caused
by the few common clusters between our sample and ACC or
XCS-DR1, we exclude all 104 of them from our sample and
repeat the analysis. The result is shown in the bottom left panel
of Fig. 7. One can see that this systematic trend persists and does
not significantly depend on the common clusters between the
two samples. The region with the largest deviation from the rest
of the sky remains the same as for the full sample with an even
higher significance of 3.1σ. This striking similarity between the
three different samples in the 1D search for anisotropies should
be investigated in more depth in order for its exact reason to be
identified.

5.3. 2-dimensional investigation

In order to identify the exact regions with the highest degree
of anisotropy, we should consider every possible direction in the
sky. Different size regions should be considered as well, thus sys-
tematic behaviors can be detected. To this end, we use scanning
cones (solid angles), as described in Sects. 4.3 and 4.4. The slope
is fixed to the best-fit value since the variations of the normaliza-
tion are much stronger. This choice does not bias our results, as
shown in Sect. 6.5.

5.3.1. θ = 90◦ cone

To begin with, we choose a scanning cone with θ = 90◦, meaning
we divide the sky in all the possible hemisphere12 combinations.
The lowest number of clusters in any hemisphere is 109 toward
the (l, b) = (150◦,−2◦) direction, with 204 clusters located in the
opposite hemisphere. Constraining A for every hemisphere, one
obtains the A and significance color maps displayed in the top
left panels of Figs. 8 and 9 respectively.

As shown in the plots, there is mainly one low A region
within ∼20◦ from (l, b) ∼ (270◦,−5◦) with a rather strong behav-
ior. There is also one high A peak. It is noteworthy that the two
most extreme regions in the map (deep purple and bright yellow)
are located close to the Galactic plane (within ∼20◦), where there
are no observed clusters. The clusters toward the Galactic cen-
ter in particular seem to be overluminous compared to other sky
regions. Of course the color differences are not visually strong
here since the color scale was chosen based on the largest devia-
tions, appearing in later maps.

In detail, the most extreme hemispheres are found at (l, b) =
(272◦,−8◦) with A = 1.062 ± 0.048 and at (l, b) = (47◦,+22◦)
with A = 1.236 ± 0.047. The angular separation between them
is 135◦ while they deviate by 2.59σ (16 ± 6%) from each other.
Although they are not completely independent, the contribution
of the common clusters is not the same to both subsamples due to
the applied statistical weighting based on the distance of every
cluster from the center of the cone. The most extreme dipole
(2 independent subsamples separated by 180◦ in the sky) appears
at (l, b) = (230◦,−20◦) with a significance of 1.90σ. This dipole
is separated by 75◦ from the CMB dipole, although a dipole
interpretation is obviously not reflecting the maximum apparent
anisotropies in that case.

12 Where by “hemisphere” we mean any half of the sky and not “North-
ern”, “Southern” etc.
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Fig. 7. Best-fit normalization A of the
LX–T relation for every sky region over
Aall as a function of the Galactic longi-
tude. The 1σ (68.3%) uncertainties are
also shown. The results correspond to
this work’s sample (top left), ACC (top
right), this work’s sample excluding all
the common clusters with ACC and XCS-
DR1 (bottom left) and XCS-DR1 (bottom
right).

Fig. 8. Best-fit normalization A of the LX–T relation for every sky region over Aall as a function of the position in the extragalactic sky. The maps
are created with cones of θ = 90◦ (top left), θ = 75◦ (top right), θ = 60◦ (bottom left) and θ = 45◦ (bottom right, only region with ≥35 clusters are
shown). The first three maps have the same color scale (85%−120%), while the θ = 45◦ map has a wider color scale (70%−130%).

5.3.2. θ = 75◦ cone

If an anisotropy toward one direction exists, the clusters lying
close to that direction would be the most affected ones and as
we move further away from that direction, the anisotropic effect
on clusters would fade. Therefore, such anisotropic behaviors
are better studied if one uses smaller solid angles in the sky. To
this end, we decrease the radius of the scanning cone first to
θ = 75◦. Indeed, the fluctuations of A as well as the significance
of the anisotropies increase, while the general behavior of the
directional anisotropies in the θ = 75◦ map however remains
relatively unchanged compared to the previous map with a larger
cone. The results are displayed in the top right panels of Figs. 8
and 9.

For the θ = 75◦ cones, A varies from A = 0.999 ± 0.050
at (l, b) = (274◦,−22◦) to A = 1.288 ± 0.061 toward (l, b) =
(17◦,−9◦). These two regions are separated by 99◦ and deviate
from each other by 3.64σ (26 ± 7%). Furthermore, the most
significant dipole that appears is the one centered at (l, b) =
(263◦,−21◦) at 3.22σ, 68◦ away from the CMB dipole.

5.3.3. θ = 60◦ cone

Further decreasing the size of the solid angles, we use θ = 60◦
cones. We see that the behavior of the sky regions suffers some
changes whilst staying generally consistent with the previous
results. The most prominent change is the existence of a low
A region close to (l, b) ∼ (120◦,+20◦), although its statistical
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Fig. 9. Statistical significance of the deviation of every sky region compared to the rest of the sky as a function of the position in the extragalactic
sky. The maps are created with cones of θ = 90◦ (top left), θ = 75◦ (top right), θ = 60◦ (bottom left) and θ = 45◦ (bottom right, only regions
with ≥35 clusters are shown). The value of every point is extracted by using all the clusters in the same cone. All maps have the same color scale
(−5σ, 3σ). The minus (“−”) sign indicates that the corresponding sky region has a lower A than the rest of the sky.

significance (as displayed in Fig. 9) is lower than the other,
main low A region since it only contains ∼45 clusters. Another
change in the 60◦ map is that the brightest part of the sky is
shifted toward (l, b) ∼ (170◦,−10◦). However, as one can clearly
see in Fig. 9, the most statistically significant region with a
high normalization remains in the same area as in the previous
cases, namely toward (l, b) = (34◦,+4◦) with 78 clusters and
A = 1.346 ± 0.069.

At the same time, the lowest normalization value A =
0.940 ± 0.051 is located at (l, b) = (281◦,−16◦) (84 clusters).
The most extreme regions deviate from each other by 4.73σ
(36 ± 8%), which constitutes a considerably strong tension.
The most extreme dipole in this case is found toward (l, b) =
(260◦,−36◦) with a statistical significance of 3.77σ.

If we now exclude these two most extreme low and high A
regions and their 159 individual clusters from the rest of the
sky, we are left with 154 clusters. Performing the fit on these
clusters, we obtain A = 1.138 ± 0.048. We see that the rest
of the sky is at a 2.49σ tension with the bright region toward
(l, b) = (34◦,+4◦), and at a 2.85σ tension with the faint region
toward (l, b) = (281◦,−16◦). Thus, the anisotropic behavior of
the faint region is somewhat more statistically significant than
the behavior of the bright region.

5.3.4. θ = 45◦ cone

The last cone we use has θ = 45◦. Since there are many regions
mostly close to the Galactic plane, with fewer clusters than
needed in order to obtain a trustworthy result, we enforce an
extra criterion. We only consider regions with ≥35 clusters13.
13 Arbitrary low limit number that provides a satisfactory balance
between number of regions available and sufficient insensitivity to out-
liers.

The A and σ maps are shown in the bottom right panels of
Figs. 8 and 9 respectively. The white regions show the regions
without enough clusters for a reliable fit. The most extreme
regions are found toward (l, b) = (280◦,+1◦) (42 clusters) and
(l, b) = (32◦,+14◦) (40 clusters) with A = 0.822 ± 0.067 and
A = 1.413 ± 0.095. The statistical discrepancy between the rises
to 5.08σ (53±10%) being the most statistically significant result
up to now.

Additionally, the most extreme dipole is centered at (l, b) =
(255◦,−53◦) with a significance of 4.22σ. However, it should
be beared in mind that many regions that appeared to have the
maximum dipoles for other cones are excluded now due to low
number of clusters. This could lead the maximum dipole to shift
toward lower Galactic latitudes on the low normalization side.
Moreover, due to the low number of clusters in these regions
the results are more sensitive to outliers, especially when these
outliers are located close to the center of the regions where they
have more statistical weight than other clusters. Nevertheless,
the large statistical tension cannot be neglected.

Excluding once again the two extreme regions from the rest
of the sample we are left with 234 clusters which have a best-fit
of A = 1.107 ± 0.041. Thus, they are in a 2.96σ tension with the
brightest region and in a 3.63σ with the faintest region. Once
again, the region toward (l, b) = (280◦,+1◦) seems to be more
anisotropic than the one toward (l, b) = (24◦,+16◦).

5.3.5. Overview of results

As a summary of the above, we identify the clear existence of
a region with galaxy clusters appearing systematically fainter
than expected based on their temperature measurements. This
region is roughly located at (l, b) ∼ (277◦ ± 5◦,−11◦ ± 12◦). On
the contrary, the systematically brightest region is found toward
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(l, b) ∼ (32◦ ± 15◦,+8◦ ± 17◦). Their angular separation in the
sky is ∼115◦. The statistical tension between these two regions
rises significantly while narrower cones are considered, reach-
ing ∼5σ for the smaller cones. The same is true for the dipole
anisotropies, going up to ∼4σ. Interestingly enough, the same
behavior for this sky patch is also detected for ACC and XCS-
DR1 (see Sect. 8). Another interesting trend is the systematically
bright region at (l, b) ∼ (175◦ ± 15◦,+5◦ ± 20◦, which appears to
have the same behavior in all three maps with the larger scanning
cones. Unfortunately, not enough available clusters lie there for
the 45◦ map to return reliable results.

The most statistically significant dipole anisotropy is con-
sistently found toward (l, b) ∼ (253◦ ± 13◦,−32◦ ± 15◦), lying
∼30◦ ± 25◦ away from the systematically fainter sky region.
Finally, the correlation of these results with the CMB dipole is
not strong since the faintest regions of our analysis are found
∼55◦−75◦ away from the CMB’s corresponding dipole end,
while the strongest anisotropic dipoles of the LX–T relation are
located ∼70◦−85◦ away from the CMB one.

6. Possible X-ray and cluster-related causes and
consistency of anisotropies

Galaxy clusters are complex systems where many aspects of
physics come into play when one wishes to analyze them. Thus,
we have to investigate if the apparent anisotropies are caused
by any systematic effects. With a purpose of trying to iden-
tify the reason behind these strong LX–T anisotropies, we per-
form an in-depth analysis using different subsamples of the 313
clusters which are chosen based on their physical properties. If
the best-fit LX–T relation of galaxy clusters significantly dif-
fers for clusters with different physical parameters (e.g., low
and high T or Z clusters, different NHtot values etc.), a nonuni-
form sky distribution of such clusters could create artificial
anisotropies.

6.1. Excluding galaxy groups and low-z clusters

It has been shown that the low-T clusters (mainly galaxy groups)
can sometimes exhibit a slightly different LX–T behavior com-
pared to the most massive and hotter systems (e.g., Lovisari et al.
2015, and references therein). We wish to test if this possibly dif-
ferent behavior has any effects on the apparent anisotropies.

Hence, we first excluded all the systems below T ≤ 2.5 keV.
Moreover, all the clusters within ∼130 Mpc (z ≤ 0.03) were
excluded in order to avoid the peculiar velocity effects on the
measured redshift (the vast majority of these clusters are already
excluded based on the T ≤ 2.5 keV limit). This resulted in the
exclusion of 67 objects.

We applied the necessary correction to convert our heliocen-
tric redshifts to “CMB frame” redshifts. This conversion is not
expected to cause any significant changes in our results for two
reasons. Firstly, the spatial distribution of our sample is rather
uniform, therefore only ∼25% of this subsample’s clusters are
located within 30◦ from the CMB dipole for which this correc-
tion might have a notable impact. Secondly, due to the low-z
cut we apply here, the CMB frame redshift correction is much
smaller than the cosmological recession velocity (.4%). Hence,
the final propagated correction to the LX values is far less than
the observed anisotropies. Nevertheless, we transformed the red-
shifts for the sake of completeness.

When we fit the LX–T relation to all the 246 clusters with
T > 2.5 keV and z > 0.03, we obtain the following best-fit

Fig. 10. Normalization A of the LX–T relation (top) and statistical sig-
nificance of the deviation of every sky region compared to the rest of
the sky (bottom) as functions of the position in the extragalactic sky for
θ = 75◦ when only the 246 clusters with T > 2.5 keV and z > 0.03 are
used, as well as CMB frame redshifts.

values:

A = 1.114+0.047
−0.041, B = 2.096 ± 0.078, and σint = 0.218 dex. (7)

It is noteworthy that A and B remain unchanged compared to the
case where all the 313 clusters are considered. This indicates that
a single power law model can be an efficient option for fitting our
sample. The most clear difference of this subsample fitting is the
decrease of the intrinsic scatter by 10%. The total scatter also
goes down by the same factor (σtot = 0.236 dex). The 3σ solu-
tion spaces for the entire sample and for these 246 clusters are
displayed in Fig. A.6, being entirely consistent.

Performing the 2D scanning of the full sky using θ = 75◦,
the A map shown in the bottom panel of Fig. 10 is produced.
A similar pattern with the previous maps persist, although there
are some changes. The main differences are that the –statistically
insignificant– bright region toward (l, b) ∼ (170◦,−10◦) van-
ishes whilst the behavior of the faint region toward (l, b) ∼
(120◦,+10◦) seems to be amplified. Despite of that, the most
statistically significant low-A regions approximately remains in
the sky patch that was found before, toward (l, b) = (288◦,−35◦)
with A = 1.016± 0.045 (110 clusters). The most extreme high-A
sky region is again consistent with our previous findings, lying
at (l, b) = (10◦,+16◦) with A = 1.371 ± 0.061 (113 clus-
ters). The statistical discrepancy between these two results is
4.68σ (32 ± 7%), not being alleviated by the exclusion of these
groups and local clusters. Their angular separation in the sky
is 93◦. The most extreme dipole for this map is found toward
(l, b) = (196◦,−34◦) with 3.27σ, shifted compared to the previ-
ously found most extreme dipole regions by ∼ 45◦ ± 28◦.

To further scrutinize the effects of low-T systems on our
results, as well as the effects of local clusters and their peculiar

A15, page 13 of 42

https://dexter.edpsciences.org/applet.php?DOI=10.1051/0004-6361/201936602&pdf_id=10


A&A 636, A15 (2020)

Fig. 11. Same as in Fig. 10 for the 198 clusters with with T > 3 keV
and z > 0.05.

velocities, we wish to restrict our sample even more by expand-
ing the lower limits of T and z. To this end, we excluded all the
115 objects with T < 3 keV or z < 0.05 (∼210 Mpc). This left us
with 198 clusters. The best-fit results are:

A = 1.172+0.053
−0.046, B = 2.049 ± 0.077, and σint = 0.205 dex. (8)

The best-fit LX–T relation slightly changes compared to the full
sample results, but remains consistent within 1.1σ. At the same
time, σint further decreases, being 15% lower than the full sam-
ple’s σint. In Fig. A.6, the comparison between the 3σ solution
spaces for the full sample and for these 198 clusters is displayed.
In the panel of Fig. 11 the A map is displayed for this subsample
of clusters, with a θ = 75◦ cone. The significance map is shown
in the bottom panel of the same figure.

The behavior of A throughout the sky remains consistent
with the previous results, even after excluding more low-T clus-
ters and using only clusters with z > 0.05 with CMB-frame z
values. The lowest A = 1.081 ± 0.054 is found toward (l, b) =
(286◦,−36◦) (85 clusters) while the highest A = 1.445 ± 0.070
is located toward (l, b) = (9◦,+15◦) (91 clusters). The statis-
tical tension between these two results is 4.12σ (31 ± 8%).
The most extreme dipole on the other hand is centered toward
(l, b) = (223◦,−47◦) with a relatively low significance of 2.27σ.
This highlights the fact that the most extreme behavior in the
sky is not found in a dipole form, and this becomes more obvi-
ous as we go to higher redshifts. Consequently, it is quite safe to
conclude that this anisotropic behavior is caused neither by the
galaxy groups or the local clusters nor by the use of heliocentric
redshifts.

6.2. Different cluster metallicities

A slightly nonsimilar behavior of the LX–T relation for vary-
ing metallicities of clusters can be expected mainly due to two

factors. Firstly, in the parent catalogs from which our cluster
sample has been constructed, the conversion of the count-rate
to flux was done by using a fixed metal abundance of 0.3 Z�.
When the true metallicity of a cluster deviates from this fixed
value, small biases can propagate in the flux and luminosity
determination. In general, the measured luminosity of clusters
with Z > 0.3 Z� might be eventually slightly underestimated.
However, this overestimation is only minimal. For instance, for
∆Z ∼ 0.4 Z� between fixed and true Z, the final flux changes
by ∼0−2%, where the exact change depends on the other cluster
parameters, such as the temperature.

The second and most important factor is that clusters with
higher Z values tend to be intrinsically brighter when the rest
of the physical parameters are kept constant. This can be shown
through an apec model simulation in XSPEC. Even for a small
deviation of ∆Z ∼ 0.1 Z� the flux of a cluster can fluctu-
ate by &17% for a cluster with T . 1 keV, while this fluc-
tuation becomes only .1% for a cluster with T & 8 keV.
Therefore, a randomly different metallicity distribution between
different sky regions could in principle cause small anisotropies.
However, in order for the observed anisotropies to be purely
caused by that, strong inhomogeneities in the metallicity distri-
bution should exist, which, if detected, would be a riddle of its
own.

6.2.1. Core metallicities within 0−0.2 × R500

Galaxy clusters do not show a single metallicity component.
Since we wish to focus first on the effects that a varying metal-
licity could have on the luminosity, we consider the metallic-
ity of the core of the cluster (Zcore, where by “core” we mean
0−0.2×R500) from where the bulk of the X-ray luminosity comes
from. It is also expected that the clusters with the higher Zcore val-
ues would have a higher fraction of cool-core members, which
are generally more luminous than non cool-core clusters for the
same T (e.g., Mittal et al. 2011).

In order to investigate the behavior of the LX–T relation as
a function of the metallicity of the galaxy clusters, we divided
our sample into three subsamples based on their Zcore value. Our
only criterion for this division was the equal number of clus-
ters in each subsample. These subsamples are 105 clusters with
Zcore ≤ 0.452 Z�, 104 clusters with 0.452 Z� < Zcore ≤ 0.590 Z�
and 104 clusters with Zcore > 0.590 Z�. For each subsample, we
perform the fitting letting A and B to vary. The following results
are not particularly sensitive to the exact Zcore limits.

The 1σ solution spaces for each subsample are shown in
Fig. 12. One can see that all the three subsamples share a very
similar LX–T solution. The maximum statistical deviation of
∼1.12σ is found between the two subsamples with the lowest
and highest Zcore, with the latter being slightly more luminous
on average. Furthermore, the intrinsic scatter for the two sub-
samples with the lower Zcore is σint ∼ 0.260 dex while for the
high-Zcore subsample is σint ∼ 0.197 dex.

Although it is not expected that the high Zcore subsample
would cause any apparent A anisotropies with a possibly non-
homogeneous spatial sky coverage, for the sake of complete-
ness we excluded all the 104 clusters with Zcore > 0.590 Z� and
scanned the sky again with a 75◦ radius cone. The produced
A and significance maps are illustrated Fig. 13. The obtained
directional behavior of A completely matches the results of
the full sample. The lowest A = 0.927 ± 0.064 and highest
A = 1.274 ± 0.071 are found toward (l, b) = (264◦,−18◦) (83
clusters) and (l, b) = (30◦,+23◦) (88 clusters) respectively. Their
deviation is 3.63σ (32 ± 9%), staying unchanged despite the
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Fig. 12. 1σ (68.3%) confidence levels of the normalization and slope of
the LX–T relation as derived for the 105 clusters with Zcore ≤ 0.452 Z�
(purple), the 104 clusters with 0.452 Z� < Zcore ≤ 0.590 Z� (green) and
the 104 clusters with Zcore > 0.590 Z� (cyan).

Fig. 13. Same as in Fig. 10 for the 209 clusters with Zcore < 0.590 Z�.

smaller number of available clusters. The most extreme dipole
is found toward (l, b) = (261◦,−20◦) with 3.41σ significance.

6.2.2. Outer metallicities within 0.2–0.5×R500

The metallicity Zout of the 0.2−0.5 × R500 annulus might not
affect the final LX as strongly as the core metallicity. However, it
could in principle correlate with the measured temperature of
a galaxy cluster since these two quantities were fitted simul-
taneously. To check if there is an inconsistent LX–T behavior
based on Zout we follow the same procedure as for Zcore, divid-
ing the full sample into three subsamples similarly with before.
These subsamples are 105 clusters with Zout ≤ 0.320 Z�, 104
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Fig. 14. Top: 3σ (99.7%) confidence levels of the normalization and
slope of the LX–T relation as derived for the 105 clusters with Zout ≤

0.320 Z� (purple), the 104 clusters with 0.320 Z� < Zout ≤ 0.426 Z�
(green) and the 104 clusters with Zout > 0.420 Z� (cyan). Bottom: LX–T
relation for the 105 clusters with Zout ≤ 0.320 Z� (red) and for the 104
clusters with Zout > 0.420 Z� (black) with their best-fit models.

clusters with 0.320 Z� < Zout ≤ 0.426 Z� and 104 clusters with
Zout > 0.426 Z�.

In the top panel of Fig. 14 the 99.7% (3σ) solution spaces for
the three subsamples are shown. It is obvious that the 104 clus-
ters with the highest Zout share a significantly different LX–T
solution than the 105 clusters with the lowest Zout. The statis-
tical deviation between these two subsamples is ∼4.3σ. How-
ever, as shown in the bottom panel of Fig. 14, the main source
of deviation are the local, low temperature groups. Excluding
objects with T < 2 keV and z < 0.02, the deviation between
low and high Z clusters drops to 2.5σ, which is still a non-
negligible tension. At the same time, the medium Zout subsam-
ple seems to be consistent with the low Z subsamples while
also being in tension with the high Z clusters. Furthermore, the
intrinsic scatter remains similar for all three Zout subsamples
(∼0.230−0.245 dex).

With the purpose of examining whether the strong A
anisotropies are affected in any way by these Z-dependent differ-
ent LX–T behaviors, we once again excluded all the 104 clusters
with Zout > 0.426 Z� and performed the usual sky scanning with
a 75◦ radius cone. In Fig. 15 the results are displayed.

The similarity with the full sample θ = 75◦ result is striking.
The lowest and highest A directions are (l, b) = (270◦,−14◦)
(80 clusters) and (l, b) = (24◦,+15◦) (93 clusters). The direc-
tion (l, b) = (174◦,−12◦) (58 clusters) is actually brighter by
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Fig. 15. Same as in Fig. 10 for the 209 clusters with Zout < 0.426 Z�.

∼3% but its statistical significance is lower, which is similar to
the results of previous maps. The A values of the most extreme
regions are A = 1.035 ± 0.069 and A = 1.390 ± 0.066 respec-
tively with a tension of 3.72σ (30 ± 8%), not relieved despite
the exclusion of the Zout subsample with the significantly differ-
ent LX–T behavior. The most extreme dipole is located toward
(l, b) = (265◦,−16◦) but with a lower statistical significance of
2.26σ. Consequently, the derived anisotropies persist when the
high Z clusters are excluded, while the significance of the dipolar
anisotropy drops by ∼1σ compared to the full sample results.

6.3. Absorption correction

Another possible systematic effect resulting in the observed
anisotropies could be the inaccurate treatment of the NHtot col-
umn density correction in our apec model. This could lead to
systematic differences in the LX–T values of clusters in direc-
tions with different NH. Since also the most extreme regions
always lie within 35◦ from the Galactic plane, we have to ensure
that the apparent anisotropies are not caused by such effects.
There are two main cases for which a systematic bias could
be introduced through the absorption correction and they are
described in the following subsections.

6.3.1. Consistency throughout NHtot range

The first case is that the NHtot value does not trace the true
absorption consistently throughout the full NHtot range. Thus,
clusters in regions with different amounts of hydrogen get a sys-
tematically different boost in their LX–T values after the applied
correction.

This can be easily checked by comparing the LX–T scal-
ing relation for the clusters with low and high NHtot. To this
end, we divided our sample into three subsamples of equal size
based on their NHtot values. These samples are the 105 clus-
ters with NHtot ≤ 2.53 × 1020 cm−2, the next 104 clusters with
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Fig. 16. 1σ confidence levels (68.3%) of the normalization and slope
of the LX–T relation for NHtot ≤ 2.53 × 1020 cm−2 (purple), 2.53 ×
1020 cm−2 <NHtot ≤ 5.16 × 1020 cm−2 (green) and NHtot > 5.16 ×
1020 cm−2 (cyan).

NHtot ≤ 5.16 × 1020 cm−2 and finally the 104 clusters with
NHtot > 5.16 × 1020 cm−2.

We fit the full LX–T relation for these three independent sub-
samples. As shown in the top panel of Fig. 16, clusters in high
and low NH regions show completely consistent LX–T behaviors
with each other. The only noticeable difference between the three
subsamples is their intrinsic scatter. Going from the low to the
high NHtot subsamples, the intrinsic scatter isσintr = 0.214, 0.242
and 0.258 dex respectively. This is not surprising since the high
NHtot clusters undergo stronger corrections based on the molecu-
lar hydrogen column densities of W13. However, one should not
forget that these molecular hydrogen values are approximations
and thus some random scatter around the true values is expected,
which then propagates to the LX values. In any case, this does
not constitute any source of NHtot-related bias since the overall
A and B behavior is similar for different NHtot values (see also
Sects. 6.4.1 and 6.4.2).

As an extra test, we excluded the 104 clusters with the high-
est absorption (NHtot > 5.16 × 1020 cm−2) and repeated the 2D
sky scanning with θ = 75◦ in order to see if we observe the
same anisotropies. The results are shown in Fig. 17. The previ-
ously detected anisotropic behavior persists, with the lower A =
0.879 ± 0.059 (65 clusters) found toward (l, b) = (242◦,−27◦),
which is consistent within ∼30◦ from the previous findings. The
brightest part of the sky remains unchanged compared with the
full sample case, namely toward (l, b) = (35◦,−15◦) (93 clus-
ters) with A = 1.368 ± 0.069. These two regions share a statisti-
cal tension of 5.39σ (45 ± 8%), the most statistically significant
result we found up to now. The most extreme dipole anisotropy
on the other hand is found toward (l, b) = (221◦,−33◦) with
3.55σ.

Subsequently, the detected >3.5−4σ apparent anisotropies
not only do not result due to the different amounts of absorbing
material throughout the sky and its effects on X-ray photons, but
they significantly increase to a >5σ level when the 104 clusters
with the highest absorption are excluded. This is mostly due to
the decrease of the intrinsic scatter of the clusters left, which
leads to a decrease in the final A uncertainties.

6.3.2. Extra absorption from undetected material or varying
metallicity of the Galactic material

The second case is that the exact amount of X-ray absorb-
ing material is not accurately known and a higher or lower
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Fig. 17. Same as in Fig. 10 for the 209 clusters with NHtot < 5.16 ×
1020 cm−2.

absorption correction is needed than the one applied. Such prob-
lems could occur for example if not all the absorbing material
in the line of sight of a galaxy cluster has been detected by the
radio surveys such as LAB, either because it is outside of the
velocity range of the radio survey or for other unknown reasons
(e.g., more than expected hydrogen in ionized or molecular
form).

Another possible reason could be the varying metal abun-
dance of the ISM throughout the Galaxy. The applied X-ray
absorption correction is mostly applied as this: the amount of
hydrogen detected is used as a proxy for the total amount of
absorbing material that exists toward a given direction. The
elements of this material that contribute the most in the absorp-
tion of the X-ray photons are helium14 and metals such as oxy-
gen, neon, silicon etc. Based on the detected NHtot value, a Solar
metal abundance is assumed for the Galactic interstellar medium
(ISM) in every direction in order to quantify the number of met-
als absorbing X-ray radiation. However, throughout the Galaxy
the true metal abundance might diverge from this approximation
since there are metal-rich and metal-poor regions. Consequently,
the same amount of detected hydrogen could correspond to dif-
ferent amounts of X-ray absorption from metals, which is not
taken into account by our current absorption correction models.
It needs to be checked if the apparent anisotropies could in prin-
ciple be caused by such effects.

In order to test this, one can estimate the needed absorp-
tion using two ways. Firstly, one can calculate the necessary
“true” NHtot in order to fully explain the observed anisotropies.
Secondly, one can fit the extracted X-ray cluster spectra and
leave NHtot to vary. Then, the obtained best-fit NHtot can be com-
pared with the ones we use, which come from W13.

14 When we refer to metals from now on, helium is also included for
convenience.

Necessary NHtot to fully explain LX–T anisotropies. Any
existence of X-ray absorbing “dark clouds” in certain parts of the
sky could potentially explain the observed anisotropies. Approx-
imately quantifying how much extra (or less) hydrogen column
density would cause such an effect, one could see if this value
can realistically be missed by radio surveys. Since any such
clouds is unlikely to cover significantly large portions of the sky
(more than 90◦ width) it is more appropriate to first look for them
in the smallest radius cones.

To this end, we consider the region with the lowest normal-
ization A for the θ = 45◦ cone at (l, b) = (280◦,+1◦) which
includes 42 clusters. Its A value is 29 ± 7% lower than the rest
of the sky (the fitting for the rest of the sky is performed with-
out any distance weight) and therefore its clusters would need to
be more luminous by the same degree in order to be consistent
with an isotropic behavior. To quantify how much extra NHtot
is required to make these clusters more luminous by ∼29% and
explain the apparent anisotropy, we performed the following:

We selected 25 clusters from the region of interest with vary-
ing temperatures and metallicities. For each cluster we used an
apec model in XSPEC, reproducing the current absorbed LX
value. For several NHtot values we found the new unabsorbed
LX. For the same clusters, we refit their X-ray spectra and con-
strained the new T for the same NHtot values as above. For every
cluster and for every NHtot change compared to the W13 values,
we thus knew the relative change of LX and T compared to the
standard values. Next, we were able to find the average relative
change of LX and T for every tested NHtot. Of course this change
is not identical for every cluster since it depends on the exact T
and Z. However, the actual average value of this change (∼20%)
is much larger than its variation between clusters with differ-
ent properties (±4%). Assuming the slope to be B = 2.102, we
could obtain the relative change of A for every sky region based
on the tested NHtot values. Consequently, we found how much
extra or less NHtot one would actually need toward the apparently
anisotropic sky regions in order to explain their behavior.

We find that an extra NHtot = 3.3± 0.9× 1020 cm−2 is req-
uired in order to make the above-mentioned low A region consis-
tent with the rest of the sky. For its 37 clusters, the average NHtot
is ∼7 × 1020 cm−2. Thus, the final NHtot which would explain the
low A value of this region is ∼48% larger than its current value.
If we express this difference in terms of metal abundance of the
existing Galactic ISM (and not just larger amounts of ISM mate-
rial), the absorbing elements toward that direction should have
a metallicity of Z ∼ 1.5 Z� to create such apparent anisotropies
due to extra absorption.

The same analysis for the bright region toward (l, b) =
(24◦,+16◦) (which deviates by 31 ± 10% from the rest of the
sky) yields that 3.5 ± 1.1 × 1020 cm−2 less hydrogen would be
needed toward that direction. This would mean that we falsely
applied a higher absorption correction, systematically increasing
the unabsorbed luminosities of the clusters lying in that part of
the sky. For these 42 clusters included in that cone, the average
total hydrogen column density is ∼6×1020 cm−2 (the actual indi-
vidual values vary significantly within 0.9−20.6 × 1020 cm−2).
Therefore, ∼60% less absorbing material should exist toward
this direction, in order for the A value to match the rest of the sky.
This seems considerably unlikely. In terms of varying metallic-
ity, the hydrogen cloud that was detected there should be metal-
poor (Z ∼ 0.4 Z�) to explain the obtained discrepancy.

This seems rather unlikely since it has been shown that
toward the central bulges of spiral galaxies, and the Milky
Way specifically, the metallicity of the ISM is expected to be
higher (Boissier & Prantzos 1999; Schönrich & McMillan 2017;
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Spina et al. 2017 than the metallicity in regions further away
from the Galactic center. While these studies focus more on the
Galactic plane and we do not use any clusters within 20◦ from
the latter, they indicate that the high-A regions are expected to
be more metal-rich than the low-A regions, instead of ∼3−4
times more metal-poor (which could potentially explain the
anisotropies). Since X-ray absorption models do not account
for these effects that could potentially bias the extracted cluster
properties, further testing will be needed in the future. Following
the same reasoning for the θ = 60◦ cones results in quantitatively
very similar results15.

Another possible explanation for the behavior of the low-A
regions would be the existence of nearby dwarf galaxies (e.g.,
McConnachie 2012), that contain sufficient amounts of X-ray
absorbing material to cause such dimming to the clusters, for
which we do not account for. However, these systems would
need to fulfill some conditions such as having a large apparent
size in the sky and containing absorbing material not detected by
LAB. For the latter to happen, the absorbing material would need
to either have a line-of-sight velocity outside of the LAB range or
its hydrogen content to be limited compared to the existing met-
als (as explained before). Even though this “hidden” absorption
by nearby galactic systems would still not explain the behav-
ior of the bright, high-A regions, the statistical significance of
the latter would drop since clusters from other parts of the sky
would see an increase in their LX.

As an overview of this analysis, we see that such large dif-
ferences between the detected and the true amount of NHtot (if
this is the only reason behind the apparent anisotropies), are rel-
atively difficult to occur, but definitely worth further checking.
The necessary metallicities of the ISM to explain the behavior
of the anisotropic regions seem quite unlikely as well, since one
would expect oversolar metallicities close to the Galactic center,
and not undersolar ones.

Free to vary NH results from literature. A direct way to
check if any of the above cases seems possible to explain our
results is to try to estimate the absorption using only the X-ray
spectra independently of the NHtot measurements that were used
above. This can be done by leaving the NHtot parameter free to
vary when fitting the cluster spectra. Comparing these estima-
tions to the W13 NHtot values, one can see if there is a sys-
tematic difference for sky regions that show extreme A behav-
ior, indicating lower or higher absorption than the one previ-
ously adopted. These potential differences can reflect either dif-
ferences in the actual amount of the ISM material as calculated
before or differences of the true metallicity of that material, com-
pared to the universally-assumed Solar one. Of course if differ-
ent instruments are used for this estimation (e.g., Chandra and
XMM-Newton), calibration issues must be taken into account.

In our case, the spectral fitting was performed only with a
fixed NHtot as described in previous sections. The results for
a varying NHtot will be presented in future work. For now, we
use the NHtot measurements as obtained by Lovisari & Reiprich
(2019) who fit the X-ray spectra of 207 nearby galaxy groups
and clusters, determining their metallicity radial profiles using
only XMM-Newton observations. We assume that the determina-
tion of NHtot does not strongly depend on the physical properties

15 We should note here that if the NHtot of the extreme e.g., low-A
region, was indeed changed, then the needed offset of the opposite
bright region would decrease, since the overall LX–T best-fit would
shift closer to the bright region LX–T. However, this effect would not
change the overall conclusion since it is rather weak.
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Fig. 18. Difference between NHtot as obtained from the X-ray spectra fit
in Lovisari & Reiprich (2019) and in W13. The difference is displayed
as a function of the W13 NHtot value for two sky regions. Within 45◦
from (l, b) ∼ (273◦,−19◦) and from (l, b) ∼ (26◦,+9◦).

of the fitted cluster spectra, and thus only the sky coordinates of
each object is of interest for our test. There are 142 overlapping
clusters between these 207 clusters and our 313 clusters.

We plot the difference D = NH,free − NHtot as a function of
NHtot for two regions: a cone with 45◦ radius centered at (l, b) ∼
(273◦,−19◦) and the same cone centered at (l, b) ∼ (26◦,+9◦).
The selected coordinates are the average values of all the results
from the analysis up to now. The results are illustrated in Fig. 18.

As one can see, there are no significant differences of D
between the two extreme regions16. Moreover, the existing devi-
ations between the free absorption and the previously assumed
one are not large enough to explain the apparent anisotropies.
For the low-A region, the median value of D is Dmed = −0.28 ×
1020 cm−2, while it would need to be D & +3 × 1020 cm−2 to
alleviate the existing statistical tension. For the high-A region,
the result is Dmed = −0.22 × 1020 cm−2, while the anisotropies
could be explained if D . −4 × 1020 cm2.

All in all, using the X-ray cluster spectra of Lovisari &
Reiprich (2019) as a first indication we see that the true, total
absorption, does not seem to significantly deviate from the
adopted absorption from W13. If a significant deviation between
true and “currently-measured” absorption is detected in the
future, it could potentially explain the observed anisotropies of
the LX–T relation in the sky. For now though, such an explana-
tion seems unlikely.

6.3.3. Absorption from the Magellanic system

The Magellanic system is comprised of the Large Magel-
lanic Cloud (LMC) galaxy, the Small Magellanic Cloud (SMC)
galaxy, the Magellanic Stream (MS), the Magellanic Bridge
(MB) and finally the Leading Arm (LA). All these objects are
known to contain sufficient amounts of neutral hydrogen which
could potentially interfere with our measurements if not taken
into account. However, the very vast majority of the hydrogen
of the Magellanic system is well within the velocity range for

16 Systematics such as the specific abundance table used or calibration
issues are expected to affect both regions in the same way (since the
physical properties of the clusters are similar). Thus, even if the absolute
value of D changes after all possible corrections, it would still be similar
for both regions while one would need very different values to explain
the apparent anisotropies.
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which the NHtot values are extracted (velocity range of LAB).
Thus, it should already be included in the results of the Sect. 6.3
and taken into account during the correction of the LX–T values
for the absorption.

In addition, it has been shown (e.g., D’Onghia & Fox 2016;
Choudhury et al. 2016, and references therein) that the Magel-
lanic system is metal-poorer (∼10%−50%) than the Solar metal-
licity assumed in the absorption correction models. As a result,
the latter will overestimate the absorption effects caused by the
Magellanic system17, eventually overestimating the unabsorbed
LX values of the clusters in these regions. Combining with
the fact that the Magellanic system mostly covers sky regions
in which clusters appear to be fainter than expected (low A
anisotropies), one sees that is unlikely that the Magellanic sys-
tem has any effects on our anisotropic results. Nevertheless, we
examine all the above-mentioned components to see where they
lie in the sky and if they correlate with the anisotropic behavior
we observe.

The LMC is located at (l, b) ∼ (281◦,−33◦), within the
low normalization regions, and moving away from us with
+262 km s−1 (McConnachie 2012). This velocity implies that the
LAB survey would have not detected only the neutral hydrogen
with a peculiar velocity of ≥+140 km s−1 compared to the LMC
center, and toward our line of sight. Moreover, its NHI distribu-
tion is peaked close to the stellar population, covering a “circle”
with a ∼3◦−4◦ radius in the sky, centered at the above coordi-
nates D’Onghia & Fox (2016; thereafter D16). From the 313
galaxy clusters we use, only two are within 15◦ from LMC, but
only one is dimmer than expected based on its temperature (how-
ever within the intrinsic scatter limits). The NHtot value toward
the LMC as given by W13 is 3× 1021 cm−2. Therefore, based on
all the above, it is safe to conclude that the LMC system does
not bias our analysis since we would need multiple systems to
be affected by that and appear underluminous.

The SMC is located at (l, b) ∼ (303◦,−44◦) (where NHtot =
3×1021 cm−2), further away than LMC but still moderately close
the low normalization regions. Its line of sight velocity compared
to us is 145.6 km s−1, therefore the greatest parts of its hydro-
gen components are expected to have been accounted for from
the LAB survey. Its angular size is ∼50% of LMC and the NHI
distribution still seems to be mostly concentrated within its opti-
cal counterpart (D16). From our sample, only two clusters are
within 10◦ of SMC and five are within 15◦. From these five clus-
ters, three have minimal random residuals from the best-fit LX–T
relation for the whole sample, one is up-scattered and the last one
is low-scattered. Thus, once again we can safely assume (mainly
because of its low relative velocity and the normal LX–T behav-
ior of the few clusters) that SMC does not cause any significant
bias to our results.

The MS extends over 100◦ on the sky, starting from LMC
and spreading toward the south Galactic pole. Then it moves up
to Galactic latitudes of b ∼ −40◦, for l ∼ 100◦ (Fig. 1 in D16)
covering 2700 deg2 in total. However, its NHI density linearly
decreases more than 20◦away from LMC. Generally, MS is not
expected to affect our results for two reasons. Firstly, the frac-
tion of the sky it covers does not seem to correlate with low
LX–T normalization regions, since it lies at fairly low Galac-
tic latitudes and to positions where high normalization regions
are also located. Secondly, according to D16, its velocity range
varies within −450 km s−1 to +180 km s−1, so practically all of

17 For the detected hydrogen only, since the undetected is not taken into
account.

its hydrogen component is expected to be accounted for in the
LAB survey.

The MB connects the LMC and SMC systems and unlike
MS, it contains a stellar component as well. Its central coordi-
nates are (l, b) ∼ (294◦,−37◦) and there are only three clusters
within 15◦ of these coordinates. However, all these three clus-
ters are already included in the 10◦ circles of LMC and SMC we
considered before. The main velocity of MB with respect to us is
∼225 km s−1, therefore it should be included in the LAB results.

Finally, the LA extends in the opposite direction compared
to the MS, starting from LMC and extending up to the north-
ern Galactic hemisphere (for l ∼ 250◦−280◦). Its angular size
is ∼60◦ (D16). It is the least massive component of the Mag-
ellanic System while its velocity range is relatively constant,
∼180−270 km s−1. The fact that a large part of the LA lies within
20◦ of the Galactic plane, where no galaxy clusters exist in our
sample, combined with its velocity range, indicates that no bias
can occur for our results.

6.4. Systematics, selection effects, and correlation of results
with cluster properties

Some cluster properties are usually associated with potential sys-
tematic effects. For instance, one might expect that clusters with
a lower RASS exposure time might be generally up-scattered
and vice versa. This is due to the fact that brighter clusters are
more likely to be detected than fainter ones for the same expo-
sure time. On the other hand, when the RASS exposure time
is large enough, fainter clusters should also meet the detection
thresholds set by the parent catalogs. If such a systematic indeed
exists it might translate to higher and lower A values for the two
cases respectively, creating artificial anisotropies. As shown in
the next sections, this has no impact on our results.

Similar systematics might occur near the X-ray flux limit of
our sample. For a similar temperature, intrinsically brighter clus-
ters are more likely than other clusters to overpass the flux limit
and be included in the final sample (Malmquist bias). Thus, if
this applies to our sample and an excess of such clusters exist
within a sky region, this will possibly result to higher A. As again
shown in the following sections, our sample and analysis do not
suffer of such effects.

A third possible systematic is the detection of clusters in
high NHtot regions since the difference between NHtot and NHI can
have an impact on the selection of every X-ray flux-limited sam-
ple (including the parent catalogs). These selections are based
on the unabsorbed flux, corrected only for NHI. This flux will
be underestimated for clusters lying in high NHtot and there-
fore they might not overcome the flux threshold set by each
sample. A &10% underestimation is expected for regions with
NHtot − NHI > 4 × 1020 cm−2. The Galactic plane is usually
excluded from such cluster selection processes. Nevertheless,
there are still many sky regions with high NHtot within which
clusters could be missed. This could cause unaccounted selec-
tion biases and affect the completeness of the samples (which is
not important to our study as explained before).

On the other hand, the high NHtot clusters that overcome the
flux limit of a sample might be intrinsically brighter in average
(in order to be detected even though their estimated flux is biased
low). This is “revealed” only when we correct their LX for the
molecular absorption. As a result, these clusters might be upscat-
tered in the LX–T plane and potentially jeopardize our results.
In Sect. 6.3 we showed however that there is no such bias in our
analysis. In the next sections we provide further evidence for
this.
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6.4.1. Correlations between A and subsample average
parameters

As a generalization of the above, the apparent anisotropies in
the behavior of the LX–T relation could be in principle caused
by different cluster subpopulations in the different regions. In
practice, this would mean that these subpopulations might have
different (average) physical properties, leading to the derived
directional behavior of A. To investigate this, we perform a boot-
strap resampling analysis. We drew 105 random subsamples of
65 clusters (typical number for the θ = 60◦ cones) independently
of the direction. For every subsample, we find the best-fit A and
the weighted mean of the temperature, redshift, core and outer
metallicity, flux, luminosity, NHtot, intrinsic scatter and RASS
exposure time. Thus, we can study if any correlation between the
average values and A exists. Such a correlation, combined with
a different parameter distribution in the most extreme regions
could (at least partially) explain the observed anisotropies. Addi-
tionally, we created another 105 subsamples with a random
number of clusters (between 35 and 170) in order to test if a
correlation between the number of data and A exists.

In order to check for any possible correlations, we plot the
A value against all these parameters parameters for every one of
the 105 subsamples. The most characteristic of these plots are
displayed in Fig. 19, while the rest can be found in (Fig. A.1).
We also calculate the Pearson’s correlation coefficient rcorr given
by Eq. (9).
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∑
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∑
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√
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y2

i − (
∑
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, (9)

where x and y are the two quantities for which we wish to study
their correlation, and n = 105 is the number of subsamples used.
Depending on the obtained value of rcorr one can assess if there is
indeed some correlation between the value of A and some aver-
age property of the different cluster subsamples.

The only physical parameters that seem to mildly correlate
with the behavior of the LX–T normalization A are the aver-
age subsample luminosity (rxy = +0.239 ± 0.006) and the aver-
age 0.2−0.5 × R500 metallicity (Zout, (rcorr = −0.248 ± 0.005)).
As shown, the best-fit A tends to slightly increase for clusters
with a higher average LX, which is expected. Subsamples with
randomly more up-scattered clusters in the LX–T plane will
naturally return a higher A. Hence, pure randomness can pro-
duce similar small anisotropies, which are highly unlikely to
explain the observed spatial LX–T anisotropies (see additionally
Sect. 9.2).

If randomly up- and down-scattered LX values were not the
reason behind the weak A−LX correlation, then a similar (pos-
itive) correlation would exist between A and average T . How-
ever, there is no correlation between these parameters as shown
in Fig. A.1 (rcorr = +0.005 ± 0.006). Here we should also note
that the weighted T average of the highest and lowest A regions
is similar, shifting between ∼5.1 keV and ∼5.7 keV for both of
them, depending on the cone radius. Hence, we can safely con-
clude that the observed anisotropies do not arise due to any dif-
ferent T distribution.

On the other hand, a slight decrease in A can be seen with
an increasing average Zout. One can clearly conclude though that
the obtained anisotropies of A cannot be attributed to this mild
correlation since the highest and lowest A regions have similar
average Zout values (Zout ∼ 0.40 Z�).

A rather weak correlation is observed between A and aver-
age redshift (rxy = +0.198 ± 0.007), although the brightest and

faintest regions have again a very similar average z (∼0.09−0.1
for both). This indicates that the exact choice of the redshift evo-
lution parametrization in the LX–T relation (e.g., E(z)−1) is not
particularly important, since any parametrization would approx-
imately have the same effect in the two most anisotropic regions.
Indeed, if one tries different x priors for the E(z)x term, the sig-
nificance of the final anisotropies fluctuates only by ±0.1σ com-
pared to the used self-similar case (Appendix A.1).

Another weak correlation of A is observed with σint (rcorr =
−0.194 ± 0.006). However, this trend cannot explain the appar-
ent anisotropies since σint does not strongly differ for the highest
and lowest A regions (0.10 dex and 0.13 dex18 respectively for
the θ = 60◦ cones). No correlation is observed between the A
value and NHtot, no. of clusters, RASS exposure time, Zcore and
flux.

As an overview, no correlation of A with an average parame-
ter (including systematics) can explain the apparent anisotropies.
In the future, the correlation of A with combinations of these
average parameters will be explored as a possible explanation
behind the discrepancies, even if this seems unlikely based on
the results up to now.

6.4.2. LX–T fitting residuals as functions of cluster properties

As a further, secondary check, we tested the correlation between
the cluster properties and their log LX residuals compared to the
overall best-fit LX–T model19. As expected, similar results with
the bootstrap analysis were obtained. Thus, to avoid repetition
we do not go into a detailed presentation of all the results, but
instead focus on the ones usually related to systematic biases.
The full discussion is found in Appendix A.2.

In a nutshell, no strong systematic behavior of the log LX
residuals is observed for varying RASS exp. time, NHtot and z
(Fig. A.2). A mild systematic behavior of the residuals exists in
terms of the flux and the statistical uncertainties (σstat) of the
clusters. However, this has no effect in the derived anisotropies
since the strongly anisotropic sky regions have similar flux and
σstat distributions. Finally, the residuals versus the outer cluster
metallicity are also displayed in the same figure since there is a
mild systematic behavior between these quantities. We already
showed that this does not significantly affect our results in pre-
vious sections.

6.5. Fixed slope vs free slope

In our analysis until now we fixed the slope to its best-fit value
for every subcategory of clusters, before we study the spatial
anisotropies of A. This choice is motivated by the fact that B does
not significantly fluctuate throughout the sky for the 1D analysis
(Fig. 6, similar results obtained for a 2D scanning). Moreover, a
significant correlation between A and B is not expected, due to
the pivot point of the LX–T relation being close to the median T .
To investigate the possible biases that a fixed B introduces to our
analysis, we perform the following:

Case 1: we scan the sky using θ = 75◦ while we treat B as
a nuisance parameter. We allow B to vary simultaneously with
A, within its 2σ limits from its overall best-fit value. We then
marginalize over B to study the spatial behavior of A. The 1σ

18 Here we remind the reader that σint is this case is reduced because of
the increase of the statistical uncertainties, due to the random weighting
of the clusters as explained earlier in the paper.
19 This test is equivalent to the bootstrap analysis correlation test in the
previous section, but we include it for the sake of completeness.
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Fig. 19. Correlation between the best-fit A value and the average LX (left) and Zout (ICM metallicity as measured within 0.2−0.5 R500, right) as
obtained for every one of the random 105 subsamples of 65 clusters. The Pearson’s correlation coefficient is also displayed.

uncertainties of A are again extracted based on the ∆χ2 ≤ 1 limits
since there is only one parameter of interest.

Case 2: We repeat the procedure but this time we allow B to
vary freely. We again study the A anisotropies and quantify the
statistical significance using the ∆χ2 ≤ 2.3 limits (2 parameters
of interest) for the 1σ parameter uncertainties.

For Case 1, the maximum anisotropy is found between the
regions (l, b) ∼ (272◦,−21◦) (A = 0.977 ± 0.050) and (l, b) ∼
(26◦,−13◦) (A = 1.274 ± 0.062). The statistical significance of
the tension is 3.74σ (27±7%), slightly larger than before despite
the marginalization over B. One sees that the results are entirely
equivalent to the case where B is kept fixed, in terms of both
statistical significance and direction. This strongly demonstrates
the robustness of our method and the independence of the A con-
straints from B.

For Case 2, the A map is portrayed in Fig. 20 (top panel).
The spatial fluctuations of A slightly intensify (∼34% between
the most extreme values) and its directional pattern remains the
same as when B is kept fixed. This once more illustrates that the
derived A sky pattern does not depend on the true B values of the
different sky regions.

As already shown for the 1D analysis, the fluctuations of
B are smaller (∼19%) than the ones of A. Every sky region
is consistent within <2σ with the rest of the sky, making the
behavior of B fairly consistent throughout the sky. The largest A
anisotropy is found toward the same regions as for Case 1 (drift-
ing by <6◦) and now slightly drops to 2.78σ (30 ± 11%). This is
due to the enlarged uncertainties obtained from the 2-parameter
∆χ2 ≤ 2.3 limits. These two regions return very similar slope
values (B = 2.256 ± 0.110 and B = 2.109 ± 0.119 for lowest
and highest A respectively). Their LX–T plot is displayed in the
bottom panel of Fig. 20.

These results confirm that the choice of keeping the slope
fixed for the bulk of our analysis does not introduce any biases
in the directional behavior of A or the statistical significance of
the observed anisotropies.

7. Cosmological constraints

Many reasons that could potentially lead to a biased anisotropic
behavior of the LX–T relation were tested until now. These
tests explored the possibility that the apparent anisotropies could
appear due to systematic differences of the subsamples in differ-
ent patches of the sky or that unknown effects could influence

the observed X-ray photons coming from specific extragalactic
regions. Furthermore, we tested if possible systematics, such as
RASS exposure time, Malmquist bias close to the flux limit etc.,
could bias our results. The observed anisotropies seem to be con-
sistent and are not significantly alleviated by such tests.

During our analysis up to now, we assumed fixed cosmologi-
cal parameters toward all the directions in the sky when deriving
the normalization and slope of the LX–T relation. On the con-
trary, one can reasonably assume that the physics within the ICM
of galaxy clusters that determine the correlation between LX and
T should be the same regardless of the direction. As a result,
the true normalization and slope of the LX–T relation should not
depend on the coordinates and should be fixed to their best-fit
values.

Consequently, the last thing to be checked is if any appar-
ent anisotropies could occur because of an anisotropic Hubble
expansion. In practice, this would mean that the luminosity dis-
tance would differ toward varying directions for a fixed z. These
differences can be expressed in terms of the cosmological param-
eter H0 which enters in the luminosity distance through the con-
version of the X-ray flux to luminosity.

To explain the behavior of faint LX–T regions we would
need a higher DL for the same z (thus higher LX). For z . 0.3 it

is known that DL ≈
1

H0

[
z +

z2

2
(1 − q0) + O(z3)

]
, where q0 is the

deceleration parameter. Hence, a lower H0, implying a lower cur-
rent expansion rate, would return a higher DL for a fixed z. The
same would be true for a more negative q0, implying a higher
acceleration rate20.

One could also study the directional behavior of Ωm, but for
low redshift objects (like the clusters we use), DL is not very sen-
sitive to this parameter. Therefore, large deviations from region
to region would be needed in order to explain the anisotropies
(see results of M18). Moreover, Ωm variations would have a dif-
ferent effect to higher and lower redshift (and thus temperature)
clusters, changing both the normalization and the slope of the
LX–T relation. Other effects that have to be taken into consid-
eration in such a case is the higher (lower) matter density of
the Universe toward different directions, leading to more (less)
structures. Structured environment can alter the behavior of the

20 With this paragraph we aim to make clear to the reader that a lower
expansion rate is equivalent with a higher acceleration rate, which might
seem counter-intuitive.
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Fig. 20. Left: best-fit normalization A of the LX–T relation for every sky region over Aall as a function of the position in the extragalactic sky
when the slope B is left completely free to vary. The cone size used is θ = 75◦. Right: LX–T relation for the 136 clusters within 75◦ from
(l, b) ∼ (26◦,−13◦) (red) and for the 124 clusters within 75◦ from (l, b) ∼ (272◦,−21◦) (black). Their best-fit models are displayed as solid lines.

Fig. 21. Best-fit H0 value as obtained through the LX–T relation as a
function of the position in the extragalactic sky for θ = 75◦ cones using
all the 313 clusters in our sample.

LX–T relation as we have shown in M18. Based on that, a robust
directional study of Ωm is not ideal for our sample and method.
On the other hand, the effect of H0 on DL does not depend on z
and hence variations of smaller amplitude than Ωm could result
in the observed anisotropies. Also, since H0 variations will have
the same effect on the LX of every cluster independently of its z
(and thus T ), the slope of the LX–T will remain unchanged.

Therefore, we fix A = 1.114 and B = 2.102 and fit H0 as the
only free parameter (together withσintr) as described in Sect. 4.2.
It should be noted that here we investigate the relative change
of H0 due to spatial anisotropies of the cosmic expansion, and
absolute values of H0 are arbitrary.

The H0 map as produced using θ = 75◦ is portrayed in
Fig. 21. As one can see the H0 and A maps show exactly the
same behavior for the reasons explained above. We do not plot
the significance map in this case since it is identical to the sig-
nificance map of A using θ = 75◦, as shown in Fig. 9.

The apparently maximum acceleration direction is found
toward (l, b) = (274◦,−22◦) with H0 = 66.20 ± 1.72 km s−1

Mpc−1 while the most extreme opposite behavior is found at
(l, b) = (17◦,−9◦) with H0 = 75.17 ± 1.81 km s−1 Mpc−1. Their
deviation from each other is at 3.59σ (13 ± 4%). The most
extreme dipole is centered at (l, b) = (263◦,−21◦) with a 3.15σ
significance. One sees that these three directions completely
match the directions for the normalization analysis using the

75◦ radius cones, highlighting the ability of the normalization
of the LX–T relation to trace possible cosmological anisotropies.
Moreover, the sigma values also match the ones from the nor-
malization map as expected.

8. Combination with ACC and XCS-DR1

8.1. H0 results for each sample

For the ACC and XCS-DR1 samples only the 1D analysis is pre-
sented in M18. In order to see if the behavior of the LX–T rela-
tion for these two samples is comparable to the one of our sample
in the 2D space, we repeat the analysis described in this paper
using these two samples. Prior to the analysis, the 104 common
clusters between our sample and ACC are excluded from the lat-
ter. Since the focus of the paper is on the cluster sample we build
and use, here we only present the results for θ = 75◦. Neverthe-
less, we cannot use more narrow cones to either sample. This is
due to the fact that ACC does not have enough clusters (168 in
total, after the exclusion of the 104 common clusters) for such
small cones, while the spatial distribution of the XCS-DR1 clus-
ters is not entirely uniform. This results in the number of clusters
falling below 30 for many regions when 60◦ cones are used. The
results for both samples can be seen in Fig. 22.

For ACC the highest and lowest H0 (brightest and faintest
respectively in terms of A) regions are at (l, b) = (77◦,+15◦) and
(l, b) = (317◦,−14◦) respectively. These two directions are rel-
atively consistent with the general behavior of our sample, with
a ∼40◦ separation compared to the results of our sample. We
remind the reader that the two samples are completely indepen-
dent. The H0 values of these extreme regions are H0 = 78.76 ±
4.15 km s−1 Mpc−1 and H0 = 58.12 ± 2.68 km s−1 Mpc−1 deviat-
ing by 4.18σ (30± 7%). Their angular separation is 122◦, which
is similar to the ones for the extreme regions of our sample. The
most extreme dipole is found toward (l, b) = (327◦,−21◦) with
a 3.68σ. It is noteworthy that the low H0 is much more statis-
tically significant in this sample than the high H0 region, indi-
cating a monopole anisotropy. One obtains similar results for
ACC when B is left free to vary within its 2σ limits as a nui-
sance parameter, but with a decreased statistical significance. In
that case, the statistical significance of the anisotropy slightly
drops to 3.12σ (from 4.18σ for a fixed B) toward similar sky
directions.
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Fig. 22. Top: best-fit H0 value as a function of the position in the extragalactic sky for θ = 75◦ cones for ACC (left) and XCS-DR1 (right). Bottom:
significance map of the anisotropy between every sky region and the rest of the sky for ACC (left) and XCS-DR1 (right).

For XCS-DR1 the most extreme regions are located at
(l, b) = (31◦,+25◦) (brightest) and (l, b) = (281◦,+24◦) (faintest)
separated by 117◦. Their respective H0 values are H0 = 77.91 ±
2.20 km s−1 Mpc−1 and H0 = 63.56 ± 2.32 km s−1 Mpc−1 devi-
ating by 4.52σ (21 ± 5%). One can see that this discrepancy
is larger than the one in our sample or the one obtained from
ACC. However, XCS-DR1 has some properties that might lead
to overestimating the anisotropies between different sky region.
For instance, overluminous clusters tend to have smaller statisti-
cal uncertainties (M18), and when these clusters are in the center
of the cones (higher statistical weight), this can lead to artificially
high H0 (or A). Thus, one has to be conservative when inter-
prenting the statistical significance of the anisotropies found in
the XCS-DR1 sample.

Interestingly, the direction for the lowest H0 (which corre-
sponds to the maximum cosmic expansion rate) is separated only
by 28◦ from the CMB dipole. Since XCS-DR1 is a high red-
shift sample (median z ∼ 0.35), naively one would not expect
any effects on the XCS-DR1 results due to the peculiar velocity
of the Solar System compared to the CMB frame and therefore
there is no obvious reason why these two directions should be
close. The most extreme dipole for XCS-DR1 is located toward
(l, b) = (211◦,+14◦) with a 2.75σ significance.

Now we allow B to vary within its best-fit 2σ limits. Some
changes are observed, although the general directional behavior
of H0 remains relatively consistent. The statistical significance
of the maximum anisotropies significantly decreases from 4.52σ
to 2.82σ. This is due to the fact that the median T = 2.7 keV of
the XCS-DR1 sample is smaller than the pivot point (4 keV) of
the LX–T relation, and thus A and B values are more correlated
than for our sample (or ACC). These small differences between
the results of the two cases can be avoided if one chooses the
pivot point to be ∼2.7 keV for the XCS-DR1 modeling. Despite
of these small alternations, the most extreme region is still found

toward (l, b) ∼ (292◦,+23◦), only ∼10◦ away from the previ-
ously found direction, and still with a ∼3σ significance.

8.2. Combining the H0 results for the three samples

Remarkably, ACC and XCS-DR1 roughly agree with our sam-
ple on their LX–T anisotropic behavior despite the fact that they
do not share any common clusters. While at first sight it might
seem that the H0 maps of ACC and XCS-DR1 look different, the
location of their most extreme regions is still consistent within
∼40◦−55◦.

In total, they contain 842 different galaxy clusters. Conse-
quently, any constraints on the fitted parameters would be much
stronger if we combined them. While, the normalization val-
ues of the three samples are quite different (cluster populations,
used energy range for LX, T constrain method etc. vary signif-
icantly), H0 is a global parameter that should not depend on
specific samples or even cosmological probes. The normaliza-
tion and slope values of the three different samples can be set
in such way so the best-fit H0 value considering the entire sam-
ple is H0 = 70 km s−1 Mpc−1. Nevertheless, we see that the three
samples return a different H0 range. As shown before ACC and
XCS-DR1 show a larger variation of H0 (±∼20%) than our sam-
ple (±∼9%). This correlates with the larger scatter of the other
two samples and it can be attributed to randomness (since the H0
uncertainties of ACC and XCS-DR1 are ∼2−3 times larger than
the ones of our sample), reasons that we have not yet identified
or a combination of the above (the significance however remains
similar for the three samples).

By performing the H0 scanning analysis, one obtains three
different and independent estimations of the likelihood of the H0
parameter for every region. Multiplying these three likelihoods
gives us the combined most likely H0 value for every region
in the sky. In order to consistently use the three samples, we
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use the smallest possible cone radius (75◦) for which we have
enough data for all three catalogs in any cone, and we use the
same parameter fitting range (H0 ∈ [50, 90] km s−1 Mpc−1) as
well. Therefore, the H0 map displayed in the left panel of Fig. 23
is obtained, while the significance map is shown in the bottom
panel of the same figure (we also overplot the results of other
studies, as discussed in Sect. 9.1 and Table 3).

From the combined H0 results, the lowest value H0 = 65.20±
1.48 km s−1 Mpc−1 occurs toward (l, b) = (303◦,−27◦) (237 clus-
ters) while the highest value H0 = 76.64 ± 1.41 km s−1 Mpc−1 is
found at (l, b) = (34◦,+26◦) (302 clusters). Therefore, the null
isotropy hypothesis between these two regions is rejected with a
remarkable significance of 5.59σ (16±3%). The angular separa-
tion of these two regions is 103◦. On the other hand, the strongest
dipole occurs toward (l, b) = (265◦,−20◦) (57◦ away from the
CMB dipole) with a significance of 4.06σ.

We repeat the joint analysis considering the obtained H0
results from every sample when B was left free to vary as a nui-
sance parameter. As expected, the overall behavior of H0 per-
sists with some limited changes. The statistical significance of
the maximum anisotropy drops to 4.55σ (from 5.59σ), and is
found between (l, b) ∼ (312◦,−21◦) and (l, b) ∼ (45◦,+21◦).
Consequently, the choice of keeping B fixed slightly overesti-
mates the exact statistical significance of our findings but does
not affect the general conclusion.

All these results demonstrate clearly that the similar
anisotropies in all three independent samples are extremely
unlikely to be random and that there is an underlying rea-
son causing the LX–T relation to show a strong directionally
depended behavior.

9. Discussion

The significance of cosmic isotropy for the standard cosmolog-
ical paradigm is undisputed. Designing scrutinizing methods to
test this hypothesis is vital since much new information about
the Universe can be revealed through such tests.

One can assume that the isotropic expansion of the Uni-
verse holds, but a cosmological probe could still consistently
show a significantly anisotropic behavior. This could result in the
identification of yet unknown factors with a surprisingly strong
impact on the data collection, analysis, or both. Since these fac-
tors are not accounted for in previous studies using similar wave-
lengths (e.g., X-rays) or the same astrophysical objects, these
biases could in principle extrapolate to many aspects of relative
research fields.

For instance, the anisotropy of the LX–T scaling relation
found in this paper could have multiple implications for other
studies using X-ray galaxy clusters or other X-ray objects.
Since the strong anisotropies do not strongly depend on the
specific sample, X-ray satellite etc. the vastly more probable
scenario is that the underlying reason is not a sample-specific
systematic.

Moreover, the amplitude and direction of the anisotropies
are preserved even after excluding several cluster subcategories,
such as low-T systems, local clusters, clusters with high absorp-
tion, metal-rich clusters, high flux ones etc. Thus, different sub-
populations of clusters toward different directions is not a likely
explanation as well. Additionally, possible biases due to selec-
tion effects do not explain the findings. Therefore, if this is even-
tually proven to be caused by an unknown (extra)Galactic effect
acting on X-ray photons, previously published results would
need modifications correcting for this effect.

Such an example would be the galaxy cluster masses
obtained through the X-ray luminosity-mass scaling relation
LX−M. If we assume a typical scaling relation slope of LX ∼

M1.5, then the masses of the clusters toward the faint regions of
our analysis would be underestimated by ∼10−20% while the
clusters in the bright regions would end up with masses overesti-
mated by the same amount. As a result, the cosmological param-
eters obtained via the halo mass function could be biased if the
sky coverage of the clusters is not uniform. Even in the latter
case, the scatter of the final results would increase. It is char-
acteristic that without applying any statistical weighting in the
clusters and performing the sky scanning using θ = 60◦, ∼72%
of the subsamples in the different directions show a lower σint
than the full sample results. This indicates the potential increase
of the scatter in X-ray scaling relations when the full sky is used
as if galaxy clusters were showing the same behavior every-
where. Possibly biased results when the used samples do not
cover the full sky homogeneously can clearly occur to any other
studies as well, if these use measured X-ray luminosities (or tem-
peratures) of galaxy clusters.

Another useful test would be to study the dependance of
these anisotropies on the exact energy range. This will be par-
ticularly helpful in order to check if the observed anisotropies
could be the result of absorption effects, such as strong variations
in the galactic ISM metallicity, metal-rich nearby dwarf galaxies
etc. However, in Sect. 6.3.2 we showed that this is unlikely, but
further testing is needed. Nevertheless, checking if these LX–T
anisotropies also appear in the hard X-ray band alone, where the
absorbing effects are minimal, would provide us with valuable
information about their exact nature. This will be feasible with
the upcoming eROSITA all-sky survey. Here we should remind
the reader that while we only use the 0.1−2.4 keV energy range
for LX, the ACC and XCS-DR1 samples (which also show simi-
lar anisotropies), use the bolometric energy range.

In the LX measurements used for this study the cluster cores
are not excluded, since this is very difficult to do with ROSAT
data due to its large PSF. It has been shown however that core-
excised luminosities scatter less in their scaling with temperature
(e.g., Markevitch 1998; Pratt et al. 2009; Maughan et al. 2012,
etc.). Such values would be optimal for our analysis since a lower
scatter in the LX–T relation would decrease the uncertainties of
the derived A values. This could eventually allow the detection
of spatial anisotropies with an even higher statistical significance
and strengthen our results. This will be possible with eROSITA
data and with possible future XMM-Newton and Chandra-based
samples that provide core-excised luminosity values.

The summary of the best-fit A, B and σint values is shown
in Table 1. The directions of the most extreme regions for
every subsample, together with the statistical significance of the
anisotropic signal between these two regions and the direction
and significance of the most anisotropic dipole are shown in
Table 2.

The consistent value of the slope throughout the different
subsamples is noteworthy. The largest difference (∼1σ) is found
between the Zout ≤ 0.426 Z� and the NHtot ≤ 7.37 × 1020 cm−2

subsamples. On the other hand, A deviates by ∼2σ between the
T > 3 keV, z > 0.05 and the NHtot ≤ 7.37 × 1020 cm−2 subsam-
ples, while it is quite consistent between the rest. As expected,
the lowest scatter is found for the subsamples with the highest
T and z. On the contrary, the subsample where the high Zcore
clusters were excluded returns the largest scatter, still consistent
though with the other subsamples. We should also note here the
significantly lower total scatter of our sample against XCS-DR1
and ACC (after converted to LX–T scatter).
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Fig. 23. Combined results of H0 as obtained through the LX–T relation using all three independent samples (this work’s sample, ACC and XCS-
DR1), as a function of the position in the extragalactic sky for θ = 75◦ cones. Top: most likely H0 value for every sky region. Bottom: combined
significance map of the anisotropy between every sky region and the rest of the sky. We note that the color scale (−5σ,+5σ) is wider than the
other significance maps since the amplitude of anisotropies is larger in this case. The most anisotropic directions as found in our analysis and other
studies are overplotted. Larger symbols correspond to higher statistical significance. The order of the symbols (studies) follow the same order as
in Table 3.

Table 1. Best-fit normalization A and slope B values of the LX–T relation with their 1σ (68.3%) uncertainties.

Clusters (No.) A B σint (dex) σtot (dex)

Our sample
All (313) 1.114+0.044

−0.040 2.102 ± 0.064 0.239 0.262

T > 2.5 keV, z > 0.03 (246) 1.114+0.047
−0.041 2.096 ± 0.078 0.218 0.236

T > 3 keV, z > 0.05 (198) 1.172+0.053
−0.046 2.049 ± 0.077 0.205 0.228

Zcore ≤ 0.590 Z� (209) 1.135+0.060
−0.051 2.034 ± 0.082 0.252 0.270

Zout ≤ 0.426 Z� (209) 1.197+0.058
−0.051 2.006 ± 0.073 0.231 0.254

NHtot ≤ 5.16 × 1020 cm−2 (209) 1.084+0.052
−0.046 2.082 ± 0.072 0.226 0.249

Other samples
XCS-DR1 (364) 1.315+0.088

−0.079 2.462 ± 0.086 0.206 0.379
ACC* (168) 2.660+0.243

−0.190 3.635 ± 0.135 0.101 (σT |LX ) 0.119 (σT |LX )

Notes. The results for different examined subsamples are displayed as well as for the full sample. Also, the XCS-DR1 and ACC results are
displayed, where for the latter the T−LX fitting is performed (denoted by *) as described in M18. The intrinsic and total scatter are also shown for
comparison.

Generally, as θ decreases, the statistical significance of the
results increases, as we are able to pinpoint the anisotropies
more effectively. However, the amount of available data is not yet

enough to use even narrower angles. This will change with future
surveys such as the upcoming all-sky eROSITA survey which
will provide us with a larger number of observed clusters with
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Table 2. Directions of the most statistically significant lowest and highest A and H0 sky regions are displayed together with their statistical
deviation from one another.

Clusters (θ) Lowest A/H0 (l, b) Highest A/H0 (l, b) Anisotropy significance Max. dipole (l, b) Dipole significance

Our sample
All (90◦) (272◦,−8◦) (47◦,+22◦) 2.59σ (230◦,−20◦) 1.90σ
All (75◦) (274◦,−22◦) (17◦,−9◦) 3.64σ (263◦,−21◦) 3.21σ
All (60◦) (281◦,−16◦) (34◦,+4◦) 4.73σ (260◦,−36◦) 3.77σ
All (45◦) (280◦,+1◦) (32◦,+14◦) 5.09σ (255◦,−53◦) 4.22σ
All (75◦, varying B – Case 1) (272◦,−21◦) (26◦,−13◦) 3.74σ (262◦,−21◦) 3.29σ
All (75◦, varying B – Case 2) (269◦,−17◦) (23◦,−10◦) 2.78σ (262◦,−22◦) 2.36σ
T > 2.5 keV, z > 0.03 (75◦) (288◦,−35◦) (10◦,+16◦) 4.68σ (194◦,−34◦) 3.27σ
T > 3 keV, z > 0.05 (75◦) (286◦,−36◦) (9◦,+15◦) 4.12σ (223◦,−47◦) 2.27σ
Zcore ≤ 0.59 Z� (75◦) (264◦,−18◦) (30◦,+23◦) 3.63σ (261◦,−20◦) 3.41σ
Zout ≤ 0.426 Z� (75◦) (270◦,−14◦) (24◦,+15◦) 3.72σ (265◦,−16◦) 2.26σ
NHtot ≤ 5.16 × 1020 cm−2 (75◦) (242◦,−27◦) (35◦,−15◦) 5.39σ (221◦,−33◦) 3.55σ

Other samples
ACC (75◦) (314◦,−17◦) (77◦,+15◦) 4.18σ (327◦,−21◦) 3.68σ
XCS-DR1 (75◦) (281◦,+24◦) (31◦,+25◦) 4.52σ (211◦,+14◦) 2.75σ
Our sample + ACC + XCS (75◦) (303◦,−27◦) (34◦,+26◦) 5.59σ (265◦,−20◦) 4.06σ
Same (varying B – Case 1) (312◦,−21◦) (45◦,+21◦) 4.55σ (271◦,−15◦) 3.32σ

Notes. Additionally, the direction and statistical significance of the most anisotropic dipole is displayed. The results are shown for the same
subsamples as in Table 1. For the results labeled as “Case 1” and “Case 2” see Sect. 6.5.

temperature measurements (Borm et al. 2014). Nevertheless, the
existence and consistency of these apparent LX–T anisotropies
are already on solid ground granting these results, especially
when one combines all three independent samples with a >5σ
anisotropy emerging from this. This holds even when the slope
is left free to vary (within a limited range) from region to region,
and then marginalized over. It is also quite interesting that the
maximum anisotropic directions in almost every tested case
seem to prefer an angular separation of ∼80◦−120◦ instead of
a dipole form. The most extreme observed dipole anisotropies
have a statistical significance of ∼4σ, with an angular distance
of ∼50◦−100◦ from the CMB dipole direction. At the same time,
the faintest parts of the maps are slightly closer (∼35◦−90◦) to
the corresponding end of the CMB dipole.

Here we should discuss some possible reasons for cau-
tion when one interprets the large statistical significance of the
observed anisotropies. Firstly, while we have tested a large num-
ber of potential X-ray and cluster-related reasons and system-
atics that might cause such a spatially inconsistent behavior,
we only tested them one by one. If one takes into account
two or more such reasons simultaneously the statistical tension
might decrease. Although it seems improbable that the observed
anisotropies can be attributed purely to such effects (since three
independent samples show similar behavior), one cannot discard
the possibility of an overestimation of the anisotropies due to the
(unchecked) combination of systematics. Secondly, the derived
statistical significance of the results is based on the ∆χ2 limits
of the fit. While the applied bootstrap method returns similar
results (see Sect. 9.2), one still has to consider the so-called cos-
mic variance. To do so, one can use Monte Carlo simulations to
draw similar samples from an inputted isotropic universe and,
following the same method as in this paper, check how often
such large anisotropies appear. This will be done in future work.

9.1. Comparison with other studies

Except for identifying previously unknown factors that can sig-
nificantly affect the determination of physical parameters of
astrophysical objects as discussed above, testing the isotropy
of the Universe has of course another aspect as well. If many

independent cosmological probes agree on a similar anisotropic
direction and amplitude, while all known biases have been
accounted and corrected for, then the hypothesis of cosmic
isotropy should be reconsidered. This could eventually lead to
a major shift in the standard cosmological model.

The direction we identify as the one with the maximum
acceleration (or minimum expansion rate as explained before) if
the anisotropies were indeed only of cosmological origin, agrees
well with many other studies that used SNIa and other probes
to look for possible anisotropies in the Hubble expansion. Sev-
eral examples of such studies are shown in Table 3, together with
their the most anisotropic directions and their significance.

Generally, it is usual that the anisotropies found in SNIa
come mostly from z . 0.1 and they are attributed to local
bulk flows, arising due to the Shapley supercluster at (l, b) ∼
(306◦,+30◦) with z ∼ 0.04−0.05. We should note however that
the anisotropic results of SNIa strongly depend on the used sam-
ple since studies that have been performed with the latest SNIa
compilations tend to find consistency with isotropy as discussed
in Sect. 1. Moreover, the rather inhomogeneous SNIa coverage
of the sky can create problems in the search of a preferred cos-
mological axis.

Within an isotropic FLRW background the directions of pecu-
liar velocities are expected to be randomly distributed. However,
a coherent bulk flow toward a massive structure due to gravita-
tional attraction, it would affect the redshifts of local objects in a
systematic way. If not taken into account, the luminosity distance
(calculated through z) of clusters would be over or underestimated
depending on their position in the sky. This could inevitably lead
to apparent anisotropies arising from local probes.

Although these local flow motions are not expected to extent
beyond ∼200 h−1 Mpc, the studies shown in Table 3 (among oth-
ers) detect bulk flows (or anisotropies) further away than this scale
and with amplitudes which are hard to explain within ΛCDM.
This detection is performed by different independent probes.
The statistical significance however decreases compared to local
probes due to the limited number of data in certain sky patches.
An example of studying the scale of bulk flows is given in Carrick
et al. (2015) who find a 5σ bulk flow of ∼160 km s−1 extending
over 200 h−1 Mpc toward (l, b) ∼ (304◦,+6◦). The structures that
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Table 3. Several examples of different probes and methods indicating similar anisotropic results to ours.

Reference Used method Maximum Significance Angular distance from Comments
anisotropy (l, b) our combined results

This work Clusters LX–T (θ = 75◦) (303◦,−27◦) 5.59σ − Combination of all samples
This work Clusters LX–T (θ = 60◦) (281◦,−16◦) 4.73σ 23◦ Our sample
Bengaly et al. (2017) Infrared galaxies (323◦,−5◦) p = 0.064 22◦

Yoon et al. (2014) Infrared galaxies (310◦,−15◦) ∼2.5σ 13◦

Yang et al. (2014) SNIa (307◦,−14◦) p = 0.046 13◦

Kalus et al. (2013) SNIa (325◦,−19◦) 95% 22◦ z < 0.2 SNIa
Feindt et al. (2013) SNIa (298◦,+15◦) p = 0.010 41◦ z < 0.035 SNIa, probably

bulk flow
Mariano & Perivolaropoulos (2012) SNIa + Quasars (315◦,−15◦) ∼99% 16◦

Colin et al. (2011) SNIa (309◦,+19◦) p = 0.054 45◦ z < 0.06 SNIa, probably bulk
flow

Webb et al. (2011) Quasars (334◦,−13◦) 4.2σ 33◦ 0.22 < z < 4.18,
Schwarz & Weinhorst (2007) SNIa (290◦,−24◦) >95% 11◦ z < 0.2 SNIa

could fully explain such a bulk flow motion have not been identi-
fied yet. Moreover, the direction of the anisotropies of more dis-
tant probes tends to converge with the one from the CMB dipole,
but often with a slightly larger amplitude.

The consistency of the apparent anisotropies beyond
∼210 h−1 Mpc (z > 0.05) can be also seen in our results,
where the tension with the null hypothesis of isotropy does not
decrease. Another effective test could be to perform our LX–T
anisotropy analysis with clusters at z > 0.2, beyond the effects
of the recent large-scale bulk flow detections. Currently there
are not enough data for such a test though, but this is expected
to change with the upcoming all-sky eROSITA survey. Finally,
if the only reason behind the anisotropies we observe in the
LX–T behavior was local or cosmic coherent flow motions, one
would expect to retrieve mostly dipole anisotropies, whether we
have shown that anisotropies separated by ∼90◦−120◦ are more
significant in our analysis. However, a more in-depth testing is
needed to draw safe conclusions about this scenario.

9.2. Statistical significance validation by bootstrapping

In order to further investigate the statistical significance of our
results and if they could be attributed to pure chance we perform
a bootstrap resampling analysis. We consider two cases:

In the first case, we used all the 313 clusters covering the
whole sky. We drew 105 random subsamples of the same size as
the region we want to test its significance. We assigned random
statistical weights in the drawn clusters21 to simulate the method
we use during the sky scanning analysis. There, the weights were
assigned based on the distance of every cluster from the center of
the scanning cone. This test demonstrates how often our cluster
sample can reproduce such low or high A values randomly and
independently of the direction, when having the same number of
clusters as in the extreme regions.

In the second case, we excluded the subsample of interest and
performed the 105 resamplings based on the rest of the clusters.
This way, we can estimate how many times the extreme result of
the excluded subsample can occur randomly from data in other
directions. The random statistical weighting is used here as well.

Both cases also offer a direct comparison with the deviations
occurring from the ∆χ2 limits, from which the reported statis-
tical significance for every result comes from. In order to have
minimal overlapping between the 105 realizations, we choose to

21 These weights follow the average 1/ cos (. . .) distribution of weights
applied throughout the sky scanning method.

perform this analysis for the results occurring for θ = 60◦. The
number of clusters in the extreme regions is small enough so
there is no significant overlapping, while it is large enough to be
relatively insensitive to strong outliers.

Drawing and analyzing 105 subsamples of 84 clusters from
the full sample, we find that only 0.68% of the results have a
lower A than the one found for the (l, b) = (281◦,−16◦) direction
(A = 0.940±0.051). This corresponds to a p−value of p = 0.007
for the null hypothesis, or in a Gaussian significance of 2.71σ.
Now we repeat the analysis with a subsample size of 78 clus-
ters, same as the brightest region for a θ = 60◦ cone toward
(l, b) = (34◦,+4◦). We find that 10% (p = 0.010, 1.65σ) of the
results have a higher A ≤ 1.346 compared to the aforementioned
bright region. Therefore, the statistical significance of the fainter
region toward (l, b) = (281◦,−16◦) is much higher in that case.
The statistical deviation of these two extreme regions based on
the based on the ∆χ2 limits as shown in Eq. (5) is 4.73σ (Table 2).
As found from the bootstrap resampling method however is
∼3.9σ, slightly decreased but still significant. Finally, the most
probable value for these 105 realizations is A ∼ 1.118 ± 0.115,
which is consistent with the results of the full sample fitting.

For the second case, we first excluded the 84 clusters within
60◦ from (l, b) = (281◦,−16◦) and we only considered the rest
229 clusters. Following the same procedure as before, we find
that only 0.32% of the subsamples have A ≤ 0.940 (p = 0.003,
2.95σ), the same result as the one we obtained from ∆χ2 lim-
its in Sect. 6.3.2. Doing the same for the 78 clusters (full sam-
ple except these 78) toward (l, b) = (34◦,+4◦) we see that an
A ≥ 1.346 value is reproduced only for 0.45% of the 100 000
subsamples (p = 0.005, 2.85σ), again consistent with our previ-
ous findings. In this case where only clusters from the rest of the
sky are considered, the probability of the high A result to occur
randomly drops significantly compared to the case where the
full sample is used. This indicates that these 78 clusters strongly
affect the bootstrap results when all 313 clusters are used.

Repeating the analysis for the results when θ = 45◦, first
we used the full sample with all the 313 clusters. For the results
described in Sect. 5.3, we obtain a probability of 0.45% for the
lowest A value to occur randomly from the whole sample, and
a probability of 8.71% for the highest A value. The deviation
between these two results is ∼3.9σ. This is displayed in the left
panel of Fig. 24.

Excluding these two extreme subsamples one at a time as we
did in the second case before, the probability decreases to 0.09%
(p = 9× 10−4, 3.33σ) for the faintest region and to 0.67% for
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Fig. 24. LX–T normalization results for 105 realizations of 40 clusters randomly drawn from the full sample (left panel) and from the 234 clusters
left after the exclusion of the two extreme θ = 45◦ regions at (l, b) = (280◦,+1◦) and (l, b) = (32◦,+14◦) (right panel). The statistical significance
of these two regions is also displayed with the black vertical lines.

the brightest region. The results are once again consistent with
the deviations obtained from the ∆χ2 in Sect. 6.3.2.

If one excludes both subsamples simultaneously and only
considers the 234 left, it results in a probability of 0.21% and
0.69% of the null hypothesis to reproduce the A results of the
faintest and brightest regions respectively. The result can be seen
in the right panel of Fig. 24. The deviation of the two extreme
results is at ∼5.4σ, slightly higher from the 5.08σ value pre-
dicted from the ∆χ2 limits.

Finally, as discussed in Sect. 4.3, in order to ensure that
the artificially low values of σint do not affect our results, we
repeated the bootstrap analysis without including the σint term
in our model (Eq. (4)). For that we also found the A value of the
extreme regions without accounting for σint. The significance of
the bootstrap results remains high, decreasing only by ∼5−12%
for every case (e.g., from ∼3.9σ to ∼3.7σ for the θ = 60θ case
and from ∼5.4σ to ∼4.8σ for the θ = 45◦) since outliers are now
more likely to cause extreme A behaviors.

This analysis strongly demonstrates the high statistical sig-
nificance of the results. Also, it is shown that the apparent
anisotropies are very unlikely to be attributed to randomness, as
well as that the statistical deviations obtained through ∆χ2 limits
match the ones from bootstrapping.

10. Conclusions

In this work, we constructed and analyzed a new, large homo-
geneously selected X-ray galaxy cluster sample of 313 objects,
with the purpose of probing the anisotropic behavior of the
LX–T scaling relation as first found in Migkas & Reiprich (2018;
M18). Through the strong correlation between the X-ray lumi-
nosity and temperature and the null hypothesis that the LX–T
behavior must be similar throughout the sky, one can probe the
existence of up-to-now unknown factors affecting the behavior
of X-ray photons, galaxy clusters or both, for different sky direc-
tions. Furthermore, one can estimate how isotropic the Hub-
ble expansion seems to be by constraining the cosmological
parameters for different sky patches. This can be done due to
the inclusion of the cosmological parameters in the X-ray flux-
luminosity conversion, where we take advantage of the fact that
the determination of the temperature is cosmology-independent.
A necessary requirement however is to verify that no underlying
unknown systematics exist, affecting the X-ray observations and
the galaxy cluster scaling relations in particular.

We tested the consistency of the LX–T relation for different
directions by scanning the full sky using cones of different sizes,
and quantify deviations in terms of the normalization parameter
A, or the Hubble constant H0. A consistent and strong direc-
tional behavior of these parameters emerged. Dividing the sky
into hemispheres, we first found that the hemisphere with its pole
located at (l, b) = (272◦,−8◦) seems to be fainter (lower A or
lower H0) compared to the opposite hemisphere at a 2.58σ level.
With our cluster sample having a quite uniform spatial distri-
bution we could pinpoint apparent anisotropies more effectively
with narrower cones. Using cones with 75◦ down to 45◦ radius
we found that the sky region toward (l, b) ∼ (277◦,−11◦) sys-
tematically returns a lower A/H0 compared to the sky region
toward (l, b) ∼ (32◦,+15◦) with a significance of ∼3.6−5σ
(99.97−99.9999%). The main bulk of the deviations though
come from the faint region rather than being balanced between
the two extreme regions.

Surprisingly, the maximum dipole form anisotropies are sys-
tematically weaker by ∼0.4−0.9σ compared to these ∼110◦
anisotropies, although still significant. Moreover, the region
close to (l, b) ∼ (170◦,+15◦) is also systematically brighter with
values comparable to the (l, b) ∼ (25◦,+4◦) region but with
lower significance due to fewer clusters.

We examined multiple reasons, mostly related to galaxy
cluster physics, X-ray analysis and systematic biases, that could
provide us with an explanation about the derived anisotropies.
For instance, the LX–T behavior of different cluster population
was studied. We found that clusters in low absorption regions
show the same behavior with clusters in high absorption regions
after the proper corrections have been applied. Excluding the
latter subcategory, the anisotropies remain. Moreover, exclud-
ing galaxy groups and clusters with T > 3 keV and redshifts of
z > 0.05 do not significantly affect our results, as can be seen in
Table 2. Dividing our cluster sample according to the metallicity
values of our clusters (both core and outer regions) and perform-
ing the sky scanning also does not seem to explain our findings.
The same is true if one allows the slope to vary within limits
during the sky scanning, and then marginalizes over the slope
values. We also checked if our analysis is biased by selection
effects related to the RASS exposure times of the clusters, the
applied flux limit and high molecular hydrogen regions, not find-
ing any indication for such effects. However, all these tests were
done one at a time. One can argue that a combination of such
effects may partially decrease the high statistical significance of
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the anisotropies. Of course this is still a presumption since the
full magnitude of the anisotropies seems unaffected by the dif-
ferent tests, but it is worth checking in future work.

Furthermore, we discussed the possibility of extragalac-
tic, metal-rich systems causing X-ray absorption that is not
accounted for in the LAB survey. The case where the true metal
abundance in the Galaxy’s ISM shows strong spatial variations,
possibly biasing the applied absorption correction and causing
these anisotropies, was also discussed. Even though we showed
that the last two cases are unlikely to be the reason behind the
apparent LX–T anisotropies, it is worth checking if this behavior
persists also in the case where LX is only measured in the hard
X-ray band. In these photon energies the X-ray absorption is not
significant and one would not expect any anisotropies caused by
such effects. The eROSITA all-sky survey would be a great tool
that will allow us to test that.

As a final test, we created 105 random bootstrap subsam-
ples and investigated the correlation of the average properties of
their clusters with the best-fit A value. No strong correlation was
found, while the most extreme regions tended to have similar
average properties. This bootstrapping method we used further
verified the statistical significance of our results, while it hints
to the faint sky region as the most statistically unique one. In
future work, simulated isotropic samples similar to the one in
this work will be used to test the frequency with which such
strong anisotropies appear.

Some useful by-products of our analysis have to do with the
general LX–T scaling relation behavior, such as the decrease in
the scatter for higher T and z clusters, the slightly larger scatter
of low core metallicity clusters compared to the rest, the∼3σ dis-
crepancy in the LX–T slope when Chandra or XMM-Newton were
used, the excellent agreement between X-ray and optical red-
shifts, as well as the strong LX–T inconsistency between clusters
with low and high metallicities within the 0.2−0.5×R500 annulus.

When our sample is combined with the ACC and XCS-
DR1 samples as used in M18, we see that their sky behavior
agree well with each other even without having even one com-
mon cluster among them. Moreover, the fact that the observa-
tions of the three samples come mostly from three different
telescopes and the sample have been compiled by different
authors and sharing different properties (such as the z distri-
bution) should be kept in mind. Creating a full-sky H0 map
using the 842 individual clusters included in these three cata-
logs, a ∼5.5σ anisotropy was obtained between the sky regions
toward (l, b) ∼ (303◦,−27◦) (H0 ∼ 65 km s−1 Mpc−1) and (l, b) ∼
(34◦,+26◦) (H0 ∼ 77 km s−1 Mpc−1). These values were obtained
keeping the slope fixed. When the slope is free to vary one
obtains similar results at a ∼4.5σ level. This could either mean
that indeed the explanation of the anisotropies might be of cos-
mological origin (including strong bulk flows) or that there is a
hidden (extra)Galactic factor that affects X-ray cluster measure-
ments independently of the used sample. The direction of the
anisotropies strongly correlates with results from other indepen-
dent probes as shown in Table 3.

The assumption of the isotropic nature of X-ray galaxy clus-
ter scaling relation is common, even though this had not been
observationally tested and confirmed before. The possible dis-
covery of systematics which X-ray cluster studies do not account
for until now, could considerably alter the way X-ray scaling
relations are used and interpreted. If this anisotropic behavior
persists in other X-ray wavelengths as well, it could indicate that
also other X-ray astronomy studies might need readjustments.

On the other hand, the cosmic isotropy still remains an
ambiguous topic since several independent cosmological probes

have been found to have an anisotropic behavior recently. While
there are results not reporting any significant anisotropies, others
claim to detect ∼2−3σ anisotropies either in the local Universe
(z . 0.1) or to larger distances. To assess this question, inde-
pendent methods such as the LX–T test are needed to be applied
and their results to be compared. If no biases are identified as
the reason behind the anisotropies we observe and other probes
seem to consistently agree, then the explanation might indeed be
of cosmological origin. Such examples would be an anisotropic
dark energy nature leading to different expansion rates for differ-
ent directions in the late Universe, coherent bulk flow motions up
to certain cosmic scales affecting the cosmological redshift mea-
surements etc. Irrelevantly of the actual reason, studies dealing
with X-ray cluster measurements are potentially affected from
our findings.
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Appendix A: Extra tests

A.1. Effect of redshift evolution parametrization

During this analysis, we choose a fixed prior of E(z)−1 for the
redshift scaling of the LX–T relation as shown in Eq. (2). If
the true scaling is not self-similar and if two separate subsam-
ples have a different redshift distribution, artificial normaliza-
tion anisotropies might be induced. As already discussed in
Sect. 6.4.1 though, the two most anisotropic sky regions (bright-
est and faintest) share a similar redshift distributions and are not
expected to be affected by such possible biases. Also, the cluster
redshifts are relatively low and thus E(z) does not rise to high
values in order to significantly affect our results.

Nevertheless, we wish to test the dependance of our results
on the exact E(z) prior selection. To this end, we repeat the
θ = 75◦ analysis for the full sample, for four different cases,
E(z)−2, E(z)−1.5, E(z)−0.5 and for no redshift evolution (keeping B
fixed to the best-fit value obtained for every case separately). The
location of the most extreme regions, both faintest and bright-
est, fluctuate only by <9◦. The statistical significance for the
anisotropy between these regions maximizes for the E(z)−2 case
(3.75σ) and decreases gradually to 3.57σ for the case without
any redshift evolution. The A and the significance maps for all
four E(z) scenarios do not practically differ from the maps shown
in the upper left panels of Figs. 8 and 9 respectively and thus we
do not display them.

A.2. Correlations and systematics

As discussed in Sect. 6.4.1 we examine the possible correlations
that might exist between A and the average physical parameters
of every region subsample. In Fig. A.1 the rest of the correla-
tions are shown. None of the physical parameters seems to have
a significantly enough correlation with A to explain the observed
anisotropies.

As also explained in Sect. 6.4.1, we look for any possi-
ble systematic behavior between the properties of our 313 clus-
ters and their logarithmic luminosity (log LX) residuals from the
overall best-fit model. To this end, we fit the behavior of the
residuals against every cluster property. Thus, we can quantify
the significance of the possible deviation from the case of no
systematic behavior. This method cannot be applied to the boot-
strap realizations since the significance depends on the number
of data points, and one creates as many realizations (data points)
as one wishes.

The log LX residuals as a function of various cluster proper-
ties are displayed in Fig. A.2.

No systematic behavior of the cluster LX–T residuals arises
for different RASS exposure times. This also holds true for the
absorption correction measure NHtot. The only noticeable feature
there is toward large NHtot values where the clusters seem to be
weakly upscattered compared to the overall LX–T best fit model.
The effect of this in our observed anisotropies has been quanti-
fied in Sect. 6.3.1. There we found that if one excludes these
clusters, the significance of the anisotropies actually increases,
since these clusters lie in relatively low-A sky regions. The resid-
uals seem to be consistent throughout the z range as well, with
the exception of z . 0.025. In Sect. 6.1 we extensively show that
excluding these clusters neither alleviate the statistical tension
between the oppositely anisotropic regions nor changes their sky
direction.

A mild systematic behavior can be seen for high flux clus-
ters, being upscattered in average. This is the opposite behavior

than the one expected due to selection biases. In low fluxes, one
can see that the residuals are randomly distributed. This limited
number of upscatered high flux clusters would only affect our
anisotropy results if they were not randomly distributed in the
sky (which they are). Despite of that, we excluded the 37 clus-
ters with f > 2.6× 10−11 erg s−1 cm−2 (after which this system-
atic behavior becomes clear) and repeated the sky scanning pro-
cess with θ = 75◦. The maximum anisotropy actually increased
from 3.64σ to 3.91σ (for this cone size), and is found between
the regions (l, b) = (272◦,−26◦) and (l, b) = (39◦,−7◦).

Another mild systematic behavior is observed for the clusters

with low statistical uncertainties (σstat =

√
σ2

log L + B2 × σlog T
2,

with B = 2.102), as they tend to be intrinsically brighter than
average. Based on the distance-weighing method we follow dur-
ing the sky scanning process, when such a low σstat bright cluster
is close to the center of a cone, the best-fit A value of that cone
can be biased high to roughly match the behavior of this particu-
lar cluster. Consequently larger anisotropies might be obtained.
However, this effect is limited in this work due to the inclusion
of the intrinsic scatter term σintr in our model.

To test this, we excluded the 39 clusters with σstat <
0.035 dex and repeated the analysis for θ = 75◦. While the most
anisotropic low-A region was found again toward (l, b) = (272◦,
−18◦), the brightest region shifted toward (l, b) = (75◦,+22◦).
The statistical significance of their in-between anisotropy
slightly decreased to 2.85σ (from 3.64σ). This small change is
expected since for this test we discard from our sample the clus-
ters with the best-quality measurements, marginally increasing
the uncertainties of the derived A. Despite of that one sees that
the significance of the anisotropies remains high. If we repeat
the test for the θ = 60◦ cones, the maximum anisotropy found is
3.76σ (from 4.73σ initially).

Finally, the clusters with high metallicities in the 0.2−0.5
R500 annulus appear to be systematically fainter. This result and
its effects on the apparent anisotropies have been extensively dis-
cussed in Sect. 6.2.2.

A.3. Chandra-only clusters

In order to make sure that the anisotropic behavior of the LX–T
relation is not the result of a systematic bias coming between
Chandra and XMM-Newton clusters (even if we calibrate the
temperatures properly as described in the paper), we reproduce
some of the A color maps using only the 237 Chandra clusters.

In Figs. A.3 and A.4 is shown that both the 1D and the 2D
analysis yield similar results to the full sample. In the 2D map
the faint regions tend to shift to lower Galactic latitude. How-
ever, the lowest A is found toward (l, b) = (294◦,−34◦) which
is only 10◦ away from the combined lowest result found when
all three independent samples were used. The location of the
brightest regions is at (l, b) = (25◦,−11◦). The statistically devi-
ation between the two most extreme regions is 2.82σ, some-
what decreased compared to the full sample (3.64σ) but not
relieved.

A.4. Optical redshifts only

Finally, we check if the use of X-ray redshifts affect our results
somehow. This is not expected to happen since there is an excel-
lent agreement between the two types of redshifts as discussed
in Sect. 2.1.

As shown in Fig. A.5, the A and B solution space remains
identical when we considered all the 313 clusters or only the

A15, page 31 of 42



A&A 636, A15 (2020)

Fig. A.1. Correlation between the best-fit A value and the average parameters of the subsamples as obtained for every one of the 105 random
subsamples. The correlation coefficient is also displayed in every plot. The parameters, moving from left to right and from top to bottom are:
redshift, temperature, total hydrogen column density, flux, core metallicity, number of clusters, intrinsic scatter and RASS exposure time.
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Fig. A.2. log LX residuals of the 313 clusters as a function of their RASS exposure time (upper left), total hydrogen column density (upper center),
flux (upper right), redshift (bottom left), statistical uncertainty (bottom center) and outer metallicity (bottom right). The best-fit relation between
the residuals and these quantities is also plotted with its 1σ uncertainty (green area). The black line represents the best-fit model for the full sample
against which the residuals are calculated.
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values for the full samples

Fig. A.4. Same as in Fig. 10 for the 237 clusters with Chandra temper-
atures.

271 clusters with optical z. Consequently, clusters with X-ray z
do not bias the results and agree well with the rest.

A.5. Solution space excluding low T systems

If one excludes the low T and low z clusters, one can see that
they do not strongly affect the overall LX–T solution of the sam-
ple. This is shown in Fig. A.6 where the 3σ solution spaces
are shown for the cases where we exclude all the clusters with
T < 2.5 keV and z < 0.03 (left) and T < 3 keV and z < 0.05
(right), compared to the solution of the full sample.

While in the first case the two solutions are entirely con-
sistent, in the second case they are consistent within ∼1σ.
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Fig. A.5. 3σ confidence levels (99.7%) of the normalization and slope
of the LX–T relation for the full sample (purple) and for the 271 clusters
with optical redshifts only (green).

Therefore, adding to all the tests done in the main sections of the
paper, we can safely conclude that these systems do not affect
our anisotropic findings.

A.6. REFLEX vs NORAS LX–T behavior

Our sample consists mainly of clusters from the REFLEX (185
clusters, 59%) and NORAS (105, 34%) clusters. A possible
systematic difference between the two catalogs in their cluster
population or in the flux measurements could artificially create
apparent anisotropies and bias our findings. Here we should note
that the two catalogs were constructed by the same team and
analyzed in a similar way, so naively significant discrepancies
should not be expected.

In order to test the consistency of the LX–T behavior of the
clusters coming from these two catalogs, we fit A and B for both
subsamples, and compare the results. The 3σ contour plots for
the two subsamples are shown in Fig. A.7.

The best-fit results are consistent for the two subsamples at
a 1.4σ level. It is clear that this discrepancy is not the reason
behind the observed anisotropies when the full sample is used.
The NORAS clusters seem to be slightly more luminous than
the REFLEX clusters, but this seems to be due to the existence
of the strongest low-A anisotropic region in the REFLEX part
of the sky (south ecliptic hemisphere). If one excludes the clus-
ters within 25◦ from the lowest A sky direction as found for the
θ = 75◦ cones (Table 2), then the discrepancy between the two
subsamples drops to 0.8σ, which is negligible.

A.7. Systematic temperature differences between Chandra
and XMM-Newton

As explained in Sect. 2.5, the Chandra and XMM-Newton tele-
scopes show systematic differences in the temperature determi-
nation. In order to consistently use the measurements from both
telescopes, one has to take this into account. To this end, we
converted all the temperatures measured with XMM-Newton into
“Chandra” temperatures, using the relation found in S15. To
verify that this relation sufficiently describes the needed conver-
sion for our sample as well, we measured the temperature of 15
clusters with both instruments and compare the results, which
are shown in Fig. A.8.

As shown, the conversion relation found by S15 using 64
clusters is consistent with our results and thus used for the
necessary temperature conversions. The statistical uncertainties

A15, page 33 of 42

https://dexter.edpsciences.org/applet.php?DOI=10.1051/0004-6361/201936602&pdf_id=27
https://dexter.edpsciences.org/applet.php?DOI=10.1051/0004-6361/201936602&pdf_id=28
https://dexter.edpsciences.org/applet.php?DOI=10.1051/0004-6361/201936602&pdf_id=29


A&A 636, A15 (2020)

 0.9

 1.1

 1.3

 1.5

 1.5  1.7  1.9  2.1  2.3  2.5  2.7

N
o

rm
a

li
za

ti
o

n
 A

Slope B

All (99.7%)

T>2.5 keV, z>0.03 (99.7%)

 0.9

 1.1

 1.3

 1.5

 1.5  1.7  1.9  2.1  2.3  2.5  2.7

N
o

rm
a

li
za

ti
o

n
 A

Slope B

All (99.7%)

T>3 keV, z>0.05 (99.7%)

Fig. A.6. 3σ (99.7%) confidence levels of the normalization and slope of the LX–T relation as derived using the full sample (purple) and only
clusters with T > 2.5 keV and z > 0.03 (green, left) and T > 3 keV and z > 0.05 (green, right).

Fig. A.7. 3σ (99.7%) confidence levels of the normalization and slope
of the LX–T relation as derived using the 105 clusters coming from
NORAS (purple) and the 185 clusters coming from REFLEX (green).

of the S15 best-fit relation as well as the given scatter are
taken into account in the final converted temperature values we
use.

A.8. Isotropic LX processing throughout catalogs

The LX values have gone through several steps of processing
(RASS to REFLEX/NORAS/eBCS to MCXC to our values). If
the values suffered an anisotropically biased analysis during this
multiprocessing, this would propagate to our results.

Firstly, we need to ensure that the LX corrections we applied
to the respective MCXC values did not introduce any artificial
anisotropy. For this purpose, we check the directional behavior
of the fraction between our luminosity estimated LX, ours and the
MCXC LX,MCXC. This is done with the same methodology as
the A scanning of the sky, for θ = 75◦ cones. Each cluster is
assigned a statistical weight based on its distance from the center
of each cone and the average LX, ours/LX,MCXC is obtained. The
produced map is displayed in the upper panel of Fig. A.9. In
order to directly compare with the observed anisotropies of the
LX–T, the same color scale is used.

One can see that the corrections we applied to the LX,MCXC
values did not introduce any spatial anisotropies. The lowest
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Fig. A.8. Comparison between the measured temperatures of 15 clusters
using both Chandra and XMM-Newton data. The best-fit line for the
relation between the two temperatures is shown (purple) together with
the derived relation of S15 (orange) where more clusters were used.
Also, the equality line is displayed (black).

fraction LX, ours/LX,MCXC = 1.005 is found toward (l, b) ∼
(320◦,−46◦) while the highest fraction LX, ours/LX,MCXC = 1.071
is found toward (l, b) ∼ (147◦,−15◦).

Next, we test the isotropy of the processing step from the
parent catalogs to MCXC. We follow the same procedure as
before, using the 313 clusters of our sample. As shown in
the bottom panel of Fig. A.9, the MCXC homogenization of
the original LX, parent is greatly isotropic. The lowest fraction
LX,MCXC/LX, parent = 0.964 is found toward (l, b) ∼ (148◦,−17◦)
while the largest LX,MCXC/LX, parent = 0.999 is found toward
(l, b) ∼ (156◦,+54◦).

Thus, no anisotropic bias was introduced going from the
original catalogs to our sample. The last step to be tested
is the original LX measurement from REFLEX, NORAS and
eBCS using the RASS data. Such a procedure clearly cannot be
checked unless we remeasure the cluster fluxes from the RASS
data ourselves. However, there is no obvious reason why such
a directional behavior would exist in the original analysis, espe-
cially since for the vast majority of clusters (∼88% of the sam-
ple) the analysis was conducted in a self-consistent way by the
same authors (REFLEX/NORAS).
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Fig. A.9. Top panel: fraction of the luminosity values LX, ours used in
this analysis over the values coming from MCXC (LX,MCXC) over the
full extragalactic sky. All the 313 clusters of our sample were used.
The same distance-weighting was used as for the main A analysis. The
color scale is the same as for the A/Aall maps throughout the paper.
Bottom panel: same as in top panel, for the fraction of LX,MCXC over the
luminosity values coming from the parent catalogs LX, parent.
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Fig. A.10. Fraction of the LX, ours used in this analysis over the ones
derived in Pratt et al. (2009) (LX,Pratt09) for the 19 common clusters
between the two samples. The clusters lying in statistically significant
low A regions are displayed with black. Also, the equality line is dis-
played (solid green) with its 1σ scatter (dashed green).

A.9. ROSAT vs XMM-Newton LX measurements

It has already been discussed that ROSAT and XMM-Newton
return consistent LX values for the same clusters. As an

additional test, we compare our LX, ours values with the one
derived by Pratt et al. (2009) (LX,Pratt09, XMM-Newton values)
for the 19 common clusters between the two samples. For that,
we calibrated our values using the same z as for LX,Pratt09. The
comparison is portrayed in Fig. A.10.

The weighted mean for the LX, ours/LX,Pratt09 fraction is
1.001 ± 0.150 and highlights that the luminosity measurements
values based on the two different telescopes and studies agree
with each other. There is no cluster more than 2σ away from
the 1:1 line. Finally, the five clusters that are located in low-
A regions in our analysis do not show a different behavior
(weighted mean LX, ours/LX,Pratt09 = 0.954 ± 0.116) compared
to the rest of the clusters.

Appendix B: R500 and temperature dependence on
cosmology

The most useful feature of the X-ray galaxy cluster LX–T scal-
ing relation for cosmological isotropy studies is that the deter-
mination of the temperature is insensitive to cosmology. The
only way that T can be affected by cosmological parameters
is through the angular diameter distance DA and the apparent
size of R500. The latter is used to select the area from which the
spectrum is extracted and the X-ray cluster parameters are con-
strained. Below we show that the way R500 is determined and
used in our work is almost independent of changes in cosmolog-
ical parameters (in particular H0 which we fit), which propagates
to the T determination.

The apparent size of R500 which we use, is in arcmin. Thus,
it is equal to the physical size of R500 in Mpc over DA. Moreover,
the RMpc

500 is derived based on the LX ∼ E(z)7/3M1.64
500 relation of

Arnaud et al. (2010) and the fact that M500 ∼ R3
500 H2

0 E(z)2. With
the measured redshift z of the clusters remaining unchanged and
the cosmological parameters Ωm and ΩΛ fixed to global values
(as done in Sect. 7), this can be written as a function of H0 as
shown in Eq. (B.1).

Rarcmin
500 =

RMpc
500

DA
∼

 M500

H2
0

1/3 1
DA
∼

L0.203
X

H0.667
0

1
DA
· (B.1)

The luminosity LX depends on H0 only through the luminos-
ity distance DL ∼ 1/H0. This dependance writes as LX ∼ D2

L ∼

1/H2
0 . Moreover, it also holds that DA ∼ 1/H0. Plugging these

two relation in Eq. (B.1) results in:

Rarcmin
500 ∼

H−0.406
0

H0.667
0

H0 =⇒ Rarcmin
500 ∼ H−0.073

0 . (B.2)

Consequently, a 20% in H0, which is similar to the H0 deviations
we obtain in Sect. 7, it would only cause a ∼1% change in Rarcmin

500
with a similar change in the measured T . At the same time,
it would cause a ∼45% change in LX. Additionally, due to the
above, the angular radius within which LX,500 is measured does
not significantly change as well. Thus, one can safely neglect
the impact of H0 anisotropies on the measured flux through the
selection of the apparent radius.

All these strongly demonstrate the usefulness of the LX–T
relation for cosmic anisotropies studies.
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Appendix C: Table of galaxy cluster data

Table C.1. Properties of the 313 clusters used in this work.

Cluster z l b T LX σLX f NHtot Z Instrument
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)

Coma 0.023 57.227 87.993 7.410+0.049
−0.046 3.457 12.4 288.00 0.88 0.417+0.021

−0.018 Chandra
A3526*** 0.009 302.399 21.561 3.401+0.041

−0.043 0.466 3.9 240.00 12.20 0.436+0.022
−0.013 Chandra

A3571 0.039 316.320 28.561 7.362+0.158
−0.171 3.932 10.0 109.00 5.08 0.597+0.040

−0.042 Chandra
A1367 0.021 235.084 73.015 3.812+0.011

−0.010 1.083 6.0 107.00 1.89 0.333+0.022
−0.018 Chandra

A2199 0.030 62.931 43.694 4.036+0.052
−0.045 1.908 2.6 93.90 0.91 0.365+0.015

−0.011 Chandra
2A0335 0.035 176.261 −35.054 3.219+0.052

−0.046 3.031 3.1 89.30 30.50 0.385+0.027
−0.024 Chandra

A1060 0.013 269.596 26.488 2.788+0.092
−0.079 0.326 6.5 87.90 6.18 0.486+0.039

−0.045 Chandra
A0496 0.033 209.585 −36.485 4.638+0.087

−0.085 1.869 3.7 76.70 5.99 0.537+0.038
−0.046 Chandra

A0085 0.056 115.231 −72.029 7.234+0.054
−0.076 5.006 3.2 71.50 3.10 0.389+0.012

−0.014 Chandra
A0262 0.016 136.571 −25.090 2.196+0.055

−0.038 0.444 4.0 70.60 7.14 0.388+0.019
−0.013 Chandra

A3667 0.056 340.861 −33.391 6.380+0.019
−0.018 4.870 5.3 68.00 5.26 0.409+0.007

−0.012 Chandra
A2029 0.077 6.438 50.534 8.446+0.126

−0.107 8.966 7.1 63.10 3.73 0.401+0.034
−0.039 Chandra

NGC5044*** 0.009 311.233 46.095 1.267+0.010
−0.010 0.138 23.1 62.60 6.25 0.282+0.021

−0.017 Chandra
A1795 0.062 33.822 77.184 6.420+0.055

−0.083 5.486 2.8 60.60 1.23 0.311+0.009
−0.011 Chandra

A3558 0.048 311.987 30.726 5.831+0.164
−0.155 3.300 3.9 59.10 4.84 0.334+0.072

−0.067 Chandra
A2142 0.089 44.222 48.685 11.633+0.166

−0.158 10.803 3.0 56.00 4.36 0.473+0.032
−0.033 Chandra

A2052 0.035 9.412 50.120 2.879+0.040
−0.041 1.447 3.6 50.80 3.03 0.430+0.021

−0.020 Chandra
A4038 0.030 25.139 −75.861 2.843+0.060

−0.059 1.035 3.8 50.50 1.64 0.398+0.031
−0.029 Chandra

A3266 0.059 272.127 −40.134 9.919+0.248
−0.265 4.012 1.8 49.20 1.72 0.340+0.055

−0.049 Chandra
A2147 0.035 28.970 44.535 4.262+0.181

−0.137 1.369 7.0 47.90 3.38 0.420+0.051
−0.058 Chandra

NGC4636*** 0.004 297.745 65.470 0.826+0.003
−0.002 0.014 25.1 47.30 2.07 0.442+0.010

−0.011 Chandra
A0401 0.074 164.185 −38.870 7.064+0.189

−0.182 6.866 6.5 47.20 15.2 0.394+0.065
−0.062 Chandra

NGC1550 0.013 190.972 −31.847 1.209+0.014
−0.016 0.200 6.1 46.00 16.2 0.266+0.018

−0.022 Chandra
A2256 0.058 111.014 31.759 8.234+0.076

−0.060 3.664 2.1 45.10 4.95 0.365+0.018
−0.022 Chandra

A0780 0.054 242.925 25.096 3.847+0.017
−0.027 2.720 9.1 40.20 5.53 0.334+0.013

−0.013 Chandra
A2063 0.036 12.812 49.681 3.337+0.098

−0.081 1.143 4.6 39.70 2.97 0.381+0.043
−0.046 Chandra

A0478 0.088 182.433 −28.286 10.895+0.052
−0.406 8.764 5.1 38.90 25.70 0.437+0.001

−0.002 Chandra
A1644 0.047 304.878 45.450 5.253+0.104

−0.089 1.886 10.0 36.80 5.10 0.361+0.041
−0.042 Chandra

A1736 0.046 312.569 35.024 3.336+0.065
−0.066 1.684 6.5 34.50 5.49 0.513+0.049

−0.036 Chandra
A3158 0.059 265.052 −48.934 5.417+0.089

−0.078 2.791 3.3 34.00 1.40 0.517+0.039
−0.036 Chandra

MKW3s 0.044 11.394 49.458 3.306+0.075
−0.069 1.469 5.1 32.90 3.00 0.441+0.051

−0.046 Chandra
A0119 0.044 125.714 −64.062 5.824+0.172

−0.126 1.487 5.3 31.90 3.98 0.313+0.038
−0.035 Chandra

A4059 0.047 356.360 −76.081 4.395+0.078
−0.072 1.640 5.5 31.30 1.26 0.490+0.046

−0.043 Chandra
A3581 0.023 323.139 32.856 1.703+0.036

−0.026 0.377 5.8 30.20 5.32 0.313+0.034
−0.038 Chandra

RBS0540 0.040 203.300 −36.161 2.774+0.135
−0.147 1.293 5.8 29.90 12.40 0.412+0.082

−0.076 Chandra
A0399 0.072 164.315 −39.458 6.686+0.138

−0.129 4.146 5.4 29.20 16.8 0.249+0.047
−0.042 Chandra

A3112 0.075 252.934 −56.076 5.486+0.133
−0.128 3.820 3.9 28.60 1.38 0.387+0.066

−0.066 Chandra
A2589 0.042 94.620 −41.200 3.560+0.059

−0.063 0.986 11.2 25.20 3.53 0.390+0.027
−0.029 Chandra

A2657 0.040 96.720 −50.259 3.755+0.113
−0.128 1.000 6.0 24.70 8.17 0.319+0.055

−0.048 Chandra
S1101 0.056 348.329 −64.811 2.447+0.070

−0.057 1.761 7.2 24.40 1.17 0.230+0.028
−0.028 Chandra

A3562 0.049 313.328 30.357 5.104+0.150
−0.150 1.378 6.6 24.20 4.47 0.425+0.085

−0.088 Chandra
A2204 0.151 21.083 33.236 10.241+0.240

−0.253 14.253 4.8 23.70 7.28 0.378+0.066
−0.060 Chandra

RXJ0123.6+3315 0.016 130.646 −29.127 1.320+0.018
−0.016 0.147 15.2 23.30 6.37 0.307+0.022

−0.019 Chandra
A0576 0.038 161.364 26.247 4.274+0.116

−0.107 0.792 7.0 22.80 7.03 0.487+0.073
−0.077 Chandra

A1651 0.084 306.726 58.618 7.471+0.373
−0.311 3.840 6.0 22.50 1.63 0.655+0.149

−0.125 Chandra
A2065 0.072 42.837 56.617 6.593+0.112

−0.118 2.687 5.5 21.20 3.39 0.428+0.037
−0.039 Chandra

RXCJ1504.1−0248 0.215 355.076 46.198 10.308+0.452
−0.384 27.156 5.3 20.70 8.39 0.404+0.075

−0.061 Chandra

Notes. Columns: (1) Cluster name. (2) Redshift (X-ray redshifts noted with “*”, redetermined redshifts based on optical spectroscopic data noted
with “**”. (3) Galactic longitude (◦). (4) Galactic latitude (◦). (5) Temperature within 0.2−0.5 R500 (keV). (6) X-ray luminosity within R500 for
the 0.1−2.4 keV energy range (1044 erg s−1). The clusters for which their luminosities were found based on redshift-independent methods are
noted with “***”. (7) Uncertainty of X-ray luminosity (%). (8) X-ray flux (10−12 erg s−1 cm−2). (9) Neutral + molecular hydrogen column density
(1020 cm−2). (10) Metal abundance within 0.2−0.5 R500 (Z�). (11) Instrument used for analysis.
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Table C.1. continued.

Cluster z l b T LX σLX f NHtot Z Instrument
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)

A2597 0.085 65.341 −64.854 4.443+0.096
−0.113 3.593 5.8 20.50 2.75 0.344+0.028

−0.027 Chandra
A2634 0.031 103.479 −33.086 3.706+0.130

−0.117 0.457 5.1 20.40 6.20 0.522+0.052
−0.051 Chandra

A1650 0.084 306.676 61.062 5.724+0.085
−0.082 3.461 6.1 20.30 1.43 0.323+0.023

−0.016 Chandra
A3376 0.047 246.519 −26.084 5.891+0.212

−0.234 1.027 4.8 19.70 5.84 0.743+0.118
−0.112 Chandra

Zw1215.1+0400 0.077 282.503 65.186 7.600+0.383
−0.326 2.768 5.4 19.70 1.88 0.423+0.113

−0.109 Chandra
A0133 0.057 149.524 −84.154 4.251+0.061

−0.059 1.463 6.7 19.30 1.65 0.364+0.032
−0.040 Chandra

A2255 0.081 93.931 34.924 7.008+0.201
−0.181 2.976 4.2 18.90 2.74 0.491+0.041

−0.047 Chandra
A3391 0.051 262.377 −25.149 5.893+0.237

−0.257 1.246 3.8 18.90 7.59 0.341+0.102
−0.091 Chandra

A2163 0.203 6.768 30.465 19.236+0.850
−0.805 24.421 6.4 18.80 20.60 0.313+0.095

−0.080 Chandra
MKW4 0.020 276.888 62.370 1.727+0.041

−0.036 0.167 6.0 18.80 1.87 0.393+0.057
−0.051 Chandra

A2244 0.095 56.789 36.312 5.994+0.134
−0.140 4.037 3.8 18.60 2.01 0.366+0.056

−0.053 Chandra
A3532 0.055 304.426 32.478 4.627+0.254

−0.281 1.428 24.0 18.50 8.44 0.705+0.131
−0.126 Chandra

UGC03957 0.034 162.219 28.934 2.318+0.231
−0.182 0.488 7.5 18.50 5.04 0.257+0.122

−0.096 Chandra
A3827 0.098 332.222 −46.379 7.521+0.253

−0.244 4.223 6.3 18.20 2.95 0.501+0.054
−0.078 Chandra

RXCJ1539.5−8335* 0.064 307.564 −22.294 3.610+0.350
−0.310 1.842 17.5 17.80 10.70 0.318+0.247

−0.169 Chandra
RXJ0341.3+1524 0.031 172.183 −30.786 2.072+0.080

−0.063 0.480 7.5 17.80 26.60 0.255+0.039
−0.037 Chandra

A0400 0.024 170.271 −44.954 2.250+0.086
−0.067 0.249 20.5 17.30 13.10 0.647+0.070

−0.059 Chandra
Zw1742.1+3306 0.076 57.910 27.645 4.252+0.125

−0.114 2.384 4.6 17.00 4.47 0.438+0.063
−0.058 Chandra

A2151a 0.037 31.478 44.658 2.098+0.066
−0.053 0.519 7.0 16.30 3.91 0.266+0.037

−0.036 Chandra
A2107 0.041 34.401 51.527 4.017+0.120

−0.096 0.625 15.7 16.10 5.35 0.503+0.071
−0.059 Chandra

A3528S 0.054 303.784 33.643 4.316+0.384
−0.318 1.164 16.0 15.80 8.23 0.391+0.159

−0.165 Chandra
A3695 0.089 6.702 −35.548 6.693+0.473

−0.456 2.945 12.4 15.40 3.46 0.162+0.153
−0.110 Chandra

S0540 0.036 246.416 −30.291 2.799+0.113
−0.098 0.444 5.2 15.30 3.33 0.626+0.086

−0.073 Chandra
A2420 0.085 46.485 −49.454 6.399+0.376

−0.345 2.706 7.5 15.00 4.26 0.364+0.136
−0.146 Chandra

A3822 0.076 335.589 −46.457 5.081+0.347
−0.286 2.133 6.8 14.90 2.53 0.335+0.134

−0.119 Chandra
A0193 0.049 136.915 −53.268 3.908+0.144

−0.149 0.835 19.3 14.80 4.92 0.466+0.090
−0.079 Chandra

NGC6338i 0.028 85.802 35.401 2.012+0.063
−0.053 0.251 15.4 14.70 2.43 0.241+0.038

−0.033 Chandra
A1689 0.183 313.361 61.129 10.442+0.238

−0.265 12.583 8.0 14.50 1.98 0.381+0.036
−0.039 Chandra

A3558B 0.049 312.396 30.565 3.609+0.156
−0.142 0.828 30.0 14.40 4.62 0.302+0.078

−0.082 Chandra
RXCJ2014.8−2430* 0.154 18.329 −28.512 7.750+0.590

−0.540 9.674 14.0 14.40 11.60 0.469+0.158
−0.166 Chandra

A2877 0.024 293.051 −70.847 3.284+0.149
−0.150 0.180 8.0 14.20 1.98 0.446+0.083

−0.080 Chandra
A2415 0.058 53.978 −45.108 2.497+0.175

−0.177 1.187 16.2 14.00 6.40 0.405+0.125
−0.105 Chandra

A3560 0.049 312.721 28.953 3.594+0.180
−0.191 0.797 9.3 14.00 5.16 0.328+0.108

−0.105 Chandra
RXCJ1252.5−3116 0.054 303.216 31.603 2.022+0.268

−0.246 1.003 7.8 14.00 7.49 0.145+0.127
−0.145 Chandra

RXCJ1558.3−1410* 0.097 356.517 28.672 5.400+0.230
−0.170 3.665 9.8 14.00 16.80 0.619+0.094

−0.091 Chandra
NGC5846*** 0.006 0.427 48.794 1.284+0.085

−0.085 0.012 25.3 13.90 5.12 3.858+0.615
−0.700 Chandra

A2593 0.043 93.448 −43.178 3.474+0.406
−0.333 0.594 14.5 13.70 4.77 0.353+0.182

−0.150 Chandra
A0548E 0.042 230.259 −24.417 3.357+0.300

−0.247 0.546 6.2 13.60 1.63 0.433+0.164
−0.132 Chandra

S0405* 0.049 296.421 −32.488 5.019+0.299
−0.291 0.732 35.3 13.60 7.37 0.535+0.155

−0.139 Chandra
USGCS152 0.015 262.763 40.402 0.920+0.086

−0.078 0.071 6.8 13.60 4.55 0.081+0.052
−0.081 Chandra

A2069 0.115 46.901 56.489 6.599+0.282
−0.235 4.251 14.2 13.30 2.04 0.280+0.091

−0.083 Chandra
A2665 0.056 96.949 −53.626 4.255+0.272

−0.273 1.017 11.7 13.20 7.50 0.249+0.176
−0.139 Chandra

A3921 0.094 321.953 −47.965 6.166+0.250
−0.247 2.809 8.5 13.20 2.60 0.347+0.087

−0.086 Chandra
A2061 0.078 48.130 57.161 4.668+0.141

−0.159 1.873 14.4 13.10 1.80 0.368+0.073
−0.063 Chandra

IC1365 0.049 53.513 −29.830 4.448+0.279
−0.256 0.757 8.9 13.00 7.38 0.623+0.158

−0.130 Chandra
A0376 0.049 147.108 −20.546 5.045+0.337

−0.354 0.725 6.6 12.90 7.27 0.552+0.192
−0.181 Chandra

A2572a 0.042 93.858 −38.801 3.038+0.220
−0.241 0.547 15.3 12.70 5.97 0.124+0.093

−0.124 Chandra
RXCJ2344.2−0422* 0.080 84.840 −62.163 4.660+0.240

−0.290 1.941 14.9 12.60 3.82 0.546+0.141
−0.137 Chandra

RXJ0123.2+3327 0.015 130.500 −28.943 0.943+0.010
−0.008 0.063 23.5 12.50 6.48 0.266+0.015

−0.021 Chandra
A1914 0.171 67.204 67.456 9.055+0.368

−0.287 9.214 5.2 12.30 1.10 0.316+0.042
−0.039 Chandra
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Table C.1. continued.

Cluster z l b T LX σLX f NHtot Z Instrument
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)

MKW8 0.026 355.494 54.791 2.853+0.104
−0.066 0.194 8.7 12.30 2.68 0.447+0.047

−0.043 Chandra
A1750 0.085 322.606 59.485 4.565+0.362

−0.274 2.143 11.6 12.20 2.67 0.339+0.229
−0.140 Chandra

CAN010* 0.045 151.856 −75.045 2.520+0.260
−0.310 0.579 28.7 12.20 1.99 0.247+0.175

−0.124 Chandra
A1307 0.083 243.664 67.753 5.386+0.405

−0.297 2.109 8.2 12.10 3.26 0.445+0.150
−0.135 Chandra

A2426 0.098 49.685 −49.489 5.888+0.534
−0.498 2.862 8.7 12.00 4.80 0.142+0.181

−0.100 Chandra
A2734 0.062 19.563 −80.985 4.405+0.208

−0.177 1.076 9.0 12.00 1.45 0.242+0.088
−0.086 Chandra

A3128 0.062 264.800 −51.123 3.823+0.358
−0.351 1.101 5.5 12.00 1.53 0.589+0.207

−0.191 Chandra
A1413 0.143 226.184 76.785 8.730+0.291

−0.207 6.123 6.4 11.90 1.97 0.363+0.055
−0.043 Chandra

A1775** 0.075 31.955 78.714 3.621+0.061
−0.062 1.594 16.7 11.90 1.07 0.615+0.041

−0.042 Chandra
A1767 0.070 112.443 57.001 5.710+0.350

−0.416 1.373 5.4 11.80 1.96 0.309+0.175
−0.144 Chandra

AWM4 0.033 39.940 46.490 2.420+0.087
−0.085 0.303 97.9 11.80 6.42 0.437+0.052

−0.055 Chandra
IC1262 0.031 69.523 32.072 1.953+0.046

−0.054 0.244 5.1 11.70 1.89 0.336+0.035
−0.031 Chandra

S0861 0.051 345.831 −34.282 2.973+0.489
−0.347 0.697 9.6 11.70 4.93 0.313+0.104

−0.078 XMM-Newton
A2249 0.080 57.591 34.944 5.837+0.376

−0.353 1.772 6.1 11.60 2.38 0.236+0.167
−0.146 Chandra

A2626 0.056 100.448 −38.435 3.223+0.074
−0.074 0.878 7.5 11.60 4.59 0.387+0.031

−0.028 Chandra
A1831* 0.078 40.068 74.948 3.411+0.235

−0.204 1.682 28.9 11.50 1.42 0.430+0.153
−0.117 Chandra

A1835 0.253 340.387 60.586 10.909+0.372
−0.283 19.729 7.3 11.50 2.24 0.411+0.063

−0.057 Chandra
A3911 0.097 336.589 −55.433 6.467+0.492

−0.365 2.536 9.7 11.40 1.14 0.557+0.166
−0.155 Chandra

A3341 0.038 235.171 −31.090 3.415+0.344
−0.306 0.370 7.3 11.30 1.59 0.546+0.230

−0.167 Chandra
A0970 0.059 253.046 36.859 4.516+0.285

−0.298 0.922 8.8 11.20 5.59 0.324+0.137
−0.114 Chandra

A2034 0.113 53.580 59.530 7.793+0.097
−0.093 3.526 6.4 11.20 1.62 0.430+0.036

−0.032 Chandra
A2495 0.077 81.204 −41.952 4.639+0.576

−0.477 1.595 35.7 11.10 6.12 0.761+0.273
−0.284 Chandra

A3888 0.151 3.938 −59.428 12.242+0.919
−0.829 6.422 8.9 11.10 1.38 0.296+0.168

−0.151 Chandra
ZwCl235 0.083 120.731 −38.437 3.840+0.235

−0.208 1.848 16.4 11.10 4.22 0.496+0.119
−0.104 Chandra

RXCJ1524.2−3154 0.103 337.056 20.659 4.195+0.206
−0.165 3.418 15.4 11.00 15.40 0.367+0.093

−0.083 Chandra
A4010 0.096 359.039 −70.604 4.361+0.645

−0.612 2.440 22.1 11.00 1.62 0.641+0.185
−0.162 XMM-Newton

A3880 0.058 18.003 −58.506 2.701+0.174
−0.154 0.861 8.2 10.90 1.21 0.296+0.118

−0.075 Chandra
A2457 0.059 68.629 −46.585 3.726+0.301

−0.290 0.928 15.7 10.70 7.24 0.345+0.161
−0.132 Chandra

IVZw038 0.017 126.849 −30.288 1.815+0.081
−0.088 0.073 18.9 10.70 6.55 0.501+0.072

−0.071 Chandra
A0665 0.182 149.767 34.700 10.349+0.927

−0.734 9.000 7.5 10.60 5.06 0.285+0.141
−0.156 Chandra

A2837 0.114 302.863 −36.862 3.274+0.704
−0.444 3.454 21.2 10.60 7.12 0.300+0.441

−0.100 Chandra
A3392* 0.043 243.456 −19.963 2.095+0.308

−0.232 0.453 39.6 10.32 7.96 0.306+0.206
−0.127 Chandra

A2390 0.233 73.949 −27.817 14.419+0.484
−0.557 15.674 10.3 10.30 8.39 0.558+0.072

−0.071 Chandra
RXJ1720.1+2638 0.164 49.222 30.859 8.224+0.280

−0.226 7.067 6.4 10.30 3.89 0.496+0.115
−0.108 Chandra

A2219 0.228 72.621 41.469 12.119+0.291
−0.267 14.189 5.2 10.20 1.87 0.357+0.050

−0.046 Chandra
PegasusII 0.042 84.146 −47.545 3.743+0.335

−0.315 0.441 8.3 10.20 6.04 0.284+0.033
−0.028 XMM-Newton

RXJ1205.1+3920 0.038 158.229 74.447 1.337+0.130
−0.115 0.350 7.4 10.10 2.92 0.098+0.079

−0.049 Chandra
A0168 0.045 135.647 −61.953 2.779+0.122

−0.110 0.469 9.3 10.00 3.33 0.416+0.054
−0.055 Chandra

A3530 0.054 303.991 32.533 3.621+0.330
−0.316 0.729 10.4 9.96 8.03 0.289+0.047

−0.044 XMM-Newton
ZwCl1665 0.029 219.738 22.364 1.681+0.178

−0.127 0.188 25.4 9.85 2.53 0.404+0.253
−0.144 Chandra

A0550 0.099 226.157 −21.948 6.596+0.483
−0.479 2.369 6.8 9.81 4.87 0.203+0.118

−0.125 Chandra
A2110 0.098 48.791 53.194 4.003+0.321

−0.292 2.268 10.7 9.73 2.49 0.305+0.205
−0.161 Chandra

A3404* 0.167 263.670 −22.546 9.350+0.980
−0.820 7.092 16.2 9.73 7.62 0.151+0.155

−0.151 Chandra
A3528N 0.054 303.709 33.845 5.143+0.517

−0.431 0.715 20.0 9.71 8.15 0.268+0.165
−0.141 Chandra

A1668 0.064 323.376 81.649 3.089+0.244
−0.216 0.941 8.1 9.60 2.39 0.342+0.153

−0.135 Chandra
A2670 0.076 81.335 −68.530 4.449+0.179

−0.162 1.344 12.1 9.58 2.99 0.390+0.098
−0.085 Chandra

A2811 0.108 357.977 −87.509 5.891+0.490
−0.469 2.759 9.8 9.58 1.79 0.364+0.036

−0.035 XMM-Newton
A1084 0.134 256.393 44.037 4.518+0.413

−0.397 4.378 12.2 9.57 3.89 0.331+0.045
−0.043 XMM-Newton

A1991 0.059 22.787 60.496 2.641+0.105
−0.083 0.779 9.0 9.56 2.72 0.500+0.082

−0.065 Chandra
A0194 0.018 142.065 −62.999 1.830+0.196

−0.141 0.072 14.1 9.55 4.80 0.667+0.088
−0.114 XMM-Newton
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Table C.1. continued.

Cluster z l b T LX σLX f NHtot Z Instrument
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)

A1800 0.075 40.626 77.139 4.716+0.412
−0.393 1.270 8.2 9.54 1.20 0.262+0.241

−0.147 Chandra
S0780* 0.235 340.910 35.074 9.430+1.130

−0.780 14.755 18.2 9.44 10.10 0.179+0.103
−0.179 Chandra

S0810 0.073 319.494 −27.513 3.283+0.360
−0.327 1.192 18.1 9.42 7.10 0.203+0.041

−0.041 XMM-Newton
A1285* 0.095 275.200 43.877 6.400+0.260

−0.310 2.007 17.7 9.39 3.88 0.487+0.126
−0.106 Chandra

S0753 0.013 319.611 26.536 1.796+0.044
−0.037 0.038 14.4 9.21 6.68 0.314+0.023

−0.025 Chandra
A0007 0.107 113.289 −29.710 4.674+0.389

−0.321 2.565 9.1 9.17 5.45 0.157+0.136
−0.157 Chandra

A3866 0.154 9.408 −56.946 4.699+0.635
−0.435 5.530 8.8 9.16 1.10 0.655+0.257

−0.268 Chandra
ZwCl8338 0.050 77.722 26.708 2.947+0.105

−0.124 0.541 5.0 9.16 4.75 0.317+0.061
−0.060 Chandra

RXCJ2104.9−5149 0.049 346.393 −41.376 2.081+0.267
−0.277 0.511 12.3 9.11 2.80 0.421+0.114

−0.098 XMM-Newton
A3809 0.062 356.057 −49.524 3.297+0.203

−0.202 0.803 11.0 8.96 1.55 0.561+0.215
−0.152 Chandra

A0076 0.040 117.861 −55.941 3.809+1.096
−1.022 0.318 21.5 8.94 3.70 0.300+0.159

−0.044 XMM-Newton
A2261 0.224 55.591 31.861 8.913+0.644

−0.478 12.001 6.6 8.93 3.63 0.623+0.146
−0.139 Chandra

A2009 0.153 28.894 60.141 6.785+0.487
−0.456 5.405 18.5 8.90 3.89 0.521+0.160

−0.149 Chandra
RXCJ1304.2−3030 0.012 306.203 32.275 1.058+0.040

−0.031 0.030 13.6 8.86 8.85 0.245+0.053
−0.039 Chandra

A2667** 0.233 34.017 −76.609 10.010+1.382
−1.010 12.652 10.1 8.81 1.85 0.253+0.194

−0.253 Chandra
A0957 0.045 242.902 42.839 2.857+0.214

−0.175 0.403 12.8 8.79 3.87 0.403+0.159
−0.120 Chandra

A2033 0.082 7.309 50.795 5.099+0.434
−0.308 1.439 17.8 8.79 3.35 0.469+0.195

−0.189 Chandra
A3378* 0.148 241.785 −24.012 5.800+0.810

−0.420 4.092 9.8 8.75 4.82 0.396+0.189
−0.163 Chandra

NGC1650 0.036 213.871 −34.941 3.212+0.623
−0.397 0.254 10.3 8.58 5.34 0.333+0.105

−0.087 XMM-Newton
A2428 0.083 51.381 −49.328 3.345+0.331

−0.322 1.509 10.1 8.57 5.65 0.245+0.033
−0.042 XMM-Newton

A3733 0.038 17.771 −39.604 2.205+0.244
−0.246 0.311 11.5 8.49 9.77 0.221+0.050

−0.048 XMM-Newton
1ES0657 0.296 266.025 −21.248 15.771+0.398

−0.326 20.510 7.9 8.42 6.44 0.378+0.053
−0.042 Chandra

A3694 0.094 8.793 −35.204 3.697+0.397
−0.374 1.772 14.2 8.35 3.48 0.246+0.062

−0.045 XMM-Newton
A3998 0.089 348.313 −66.442 4.311+0.498

−0.472 1.609 13.3 8.34 1.66 0.495+0.097
−0.088 XMM-Newton

RXCJ1926.9−5342 0.057 343.814 −26.671 1.309+0.141
−0.117 0.667 26.6 8.33 5.00 0.266+0.015

−0.017 XMM-Newton
A3541 0.129 306.515 38.535 5.122+0.074

−0.075 3.989 12.5 8.32 13.2 0.287+0.040
−0.042 Chandra

RBS1847 0.095 324.525 −44.980 5.619+0.484
−0.427 1.836 8.9 8.27 2.45 0.579+0.246

−0.223 Chandra
A3126 0.085 269.309 −49.884 5.087+0.377

−0.364 1.352 7.6 8.25 1.62 0.415+0.216
−0.172 Chandra

A0189 0.018 140.101 −59.993 1.269+0.034
−0.036 0.062 23.1 8.21 3.32 0.275+0.056

−0.039 Chandra
A1437 0.134 273.601 63.262 7.923+0.531

−0.421 3.723 8.6 8.21 2.29 0.346+0.130
−0.119 Chandra

A3104 0.072 255.328 −56.297 3.556+0.344
−0.354 0.947 9.5 8.20 2.03 0.414+0.061

−0.069 XMM-Newton
A2556 0.087 41.352 −66.966 4.572+0.242

−0.286 1.508 18.0 8.18 1.97 0.466+0.169
−0.126 Chandra

NGC7556 0.027 76.065 −56.279 1.405+0.095
−0.094 0.132 10.6 8.12 4.19 0.229+0.016

−0.017 XMM-Newton
A0514 0.072 219.486 −35.910 3.086+0.279

−0.262 1.051 8.8 8.10 4.40 0.295+0.121
−0.121 Chandra

NGC4325 0.026 279.578 72.198 1.041+0.014
−0.013 0.125 7.8 8.08 2.54 0.364+0.100

−0.079 Chandra
A0545 0.154 214.598 −22.706 8.110+0.361

−0.377 5.684 8.7 7.99 16.3 0.179+0.111
−0.179 Chandra

A2409 0.147 77.897 −26.625 6.768+0.390
−0.373 4.882 12.0 7.96 9.02 0.528+0.192

−0.206 Chandra
A2717 0.049 349.329 −76.489 2.488+0.132

−0.130 0.444 17.8 7.94 1.22 0.489+0.08
−0.077 Chandra

A3825 0.075 331.962 −45.782 4.239+0.439
−0.405 1.069 10.3 7.82 3.28 0.299+0.044

−0.038 XMM-Newton
RXCJ0340.6−0239 0.035 189.216 −42.735 1.258+0.107

−0.146 0.221 10.6 7.82 7.33 0.211+0.054
−0.014 XMM-Newton

A1068 0.137 179.119 60.121 4.720+0.280
−0.287 3.725 8.3 7.79 1.78 0.347+0.102

−0.107 Chandra
HCG62 0.015 303.620 53.669 1.281+0.017

−0.019 0.039 13.2 7.78 3.81 0.335+0.044
−0.032 Chandra

A2566 0.082 44.835 −67.242 3.134+0.413
−0.377 1.205 18.2 7.67 1.98 0.409+0.092

−0.090 XMM-Newton
A1033 0.126 189.303 59.229 6.333+0.252

−0.250 2.892 11.1 7.65 1.73 0.296+0.077
−0.080 Chandra

A2384 0.094 33.541 −48.431 5.830+0.270
−0.260 1.661 20.0 7.56 3.01 0.754+0.356

−0.291 Chandra
RXJ0352.9+1941* 0.111 171.034 −25.776 3.370+0.170

−0.230 2.747 12.3 7.54 21.90 0.460+0.188
−0.150 Chandra

A1205 0.078 255.066 56.002 5.197+1.313
−1.039 1.088 9.2 7.51 4.40 0.497+0.148

−0.135 XMM-Newton
A0586 0.171 187.537 21.946 7.045+0.275

−0.230 5.620 9.1 7.50 5.84 0.279+0.072
−0.055 Chandra

A3651 0.060 342.826 −30.498 5.815+0.465
−0.397 0.622 17.0 7.43 4.72 0.417+0.208

−0.206 Chandra
A3364 0.148 236.934 −26.646 7.799+0.526

−0.517 4.363 7.5 7.36 2.27 0.212+0.158
−0.117 Chandra
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Table C.1. continued.

Cluster z l b T LX σLX f NHtot Z Instrument
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)

A3301 0.054 242.414 −37.413 4.832+0.462
−0.465 0.471 10.0 7.29 2.23 0.301+0.078

−0.047 XMM-Newton
Zw1021.0+0426 0.285 239.399 47.957 9.254+0.524

−0.480 17.966 8.2 7.26 2.70 0.239+0.074
−0.104 Chandra

A0990 0.144 165.071 54.123 8.044+0.761
−0.700 3.858 8.2 7.22 0.85 0.189+0.152

−0.123 Chandra
S0805 0.015 332.248 −23.600 1.017+0.057

−0.047 0.038 26.1 7.22 8.24 0.062+0.025
−0.019 Chandra

NGC1132 0.023 176.442 −51.078 1.179+0.023
−0.022 0.097 16.2 7.19 6.70 0.266+0.029

−0.033 Chandra
A0907* 0.164 249.368 33.268 6.820+0.210

−0.150 5.121 9.3 7.12 6.67 0.471+0.070
−0.073 Chandra

CID36 0.039 230.415 −26.019 3.432+0.299
−0.366 0.247 8.9 7.12 1.70 0.386+0.023

−0.034 XMM-Newton
A0520 0.203 195.810 −24.327 8.603+0.126

−0.121 8.049 10.6 7.10 6.87 0.349+0.023
−0.024 Chandra

A1132 0.137 149.227 54.182 9.937+1.282
−0.912 3.504 7.3 7.08 0.63 0.692+0.273

−0.213 Chandra
S1063 0.347 349.483 −59.933 14.200+0.676

−0.617 26.677 10.9 7.04 1.28 0.433+0.088
−0.102 Chandra

A2175 0.097 49.323 44.378 5.818+0.476
−0.453 1.634 8.4 7.03 2.87 0.493+0.199

−0.212 Chandra
AWM5 0.034 49.017 35.928 2.040+0.110

−0.099 0.192 8.2 7.00 6.37 0.351+0.067
−0.070 Chandra

S0301 0.023 229.003 −63.960 1.373+0.042
−0.034 0.087 8.6 6.99 2.56 0.276+0.048

−0.041 Chandra
A0655 0.127 172.661 35.155 4.776+0.666

−0.548 2.779 10.9 6.95 4.39 0.218+0.232
−0.150 Chandra

A2377 0.081 45.090 −43.191 5.207+0.568
−0.439 1.114 41.6 6.95 4.60 0.779+0.172

−0.172 XMM-Newton
A0646** 0.127 172.652 34.585 6.165+2.505

−1.595 2.871 9.1 6.94 4.71 1.531+1.496
−1.072 Chandra

A1190 0.079 172.773 65.321 4.061+0.344
−0.336 1.048 10.3 6.90 1.39 0.330+0.217

−0.167 Chandra
S0555 0.044 243.544 −26.290 2.334+0.235

−0.237 0.310 10.9 6.88 3.93 0.304+0.073
−0.063 XMM-Newton

UGC09480** 0.097 28.192 64.419 4.092+0.753
−0.746 1.556 9.0 6.83 2.59 0.254+0.084

−0.075 XMM-Newton
S0112 0.066 301.951 −50.303 3.614+0.411

−0.392 0.687 36.0 6.81 2.37 0.351+0.071
−0.063 XMM-Newton

S0592 0.227 263.134 −23.433 10.457+0.386
−0.319 10.106 8.1 6.79 8.28 0.408+0.080

−0.096 Chandra
A0795 0.136 217.084 40.152 5.396+0.343

−0.283 3.254 9.6 6.77 3.62 0.256+0.129
−0.117 Chandra

A2124 0.065 57.691 52.300 5.165+0.361
−0.294 0.688 22.6 6.74 1.85 0.352+0.153

−0.129 Chandra
A2104 0.153 2.818 39.212 9.443+0.371

−0.359 4.862 10.1 6.72 14.50 0.401+0.115
−0.109 Chandra

A0021 0.094 114.819 −33.711 6.134+0.648
−0.434 1.428 11.6 6.68 4.46 0.624+0.243

−0.251 Chandra
RXJ1740.5+3539 0.043 60.603 29.071 2.149+0.249

−0.290 0.280 6.8 6.58 2.64 0.160+0.035
−0.044 XMM-Newton

Zw1420.2+4952 0.072 91.322 61.677 2.283+0.231
−0.203 0.797 8.0 6.57 2.09 0.197+0.052

−0.028 XMM-Newton
A3856 0.141 2.744 −56.171 6.931+0.547

−0.552 3.395 10.2 6.55 1.18 0.432+0.147
−0.185 Chandra

A3490 0.070 287.732 26.484 5.817+0.561
−0.537 0.833 15.6 6.51 9.69 0.372+0.065

−0.063 XMM-Newton
A0602 0.062 191.462 25.516 3.872+0.454

−0.375 0.585 21.0 6.50 3.99 0.331+0.065
−0.058 XMM-Newton

A3806 0.076 336.952 −45.734 4.854+0.491
−0.517 0.926 34.6 6.49 2.86 0.324+0.062

−0.062 XMM-Newton
A3638* 0.080 355.356 −24.025 2.980+0.281

−0.247 1.025 24.1 6.44 7.36 0.260+0.048
−0.053 XMM-Newton

A1631 0.046 303.574 47.489 1.306+0.119
−0.118 0.317 14.9 6.42 3.99 0.076+0.016

−0.076 XMM-Newton
A3444 0.260 266.827 25.078 8.130+0.610

−0.550 12.548 9.7 6.41 6.97 0.576+0.144
−0.122 Chandra

RXJ2129.6+0005 0.235 53.670 −34.474 7.139+0.388
−0.350 10.004 11.2 6.37 4.21 0.390+0.173

−0.144 Chandra
A3497 0.068 290.256 30.199 3.006+0.335

−0.279 0.727 32.4 6.23 6.90 0.168+0.037
−0.028 XMM-Newton

A1185 0.031 202.971 67.749 1.963+0.171
−0.133 0.139 26.1 6.15 1.95 0.125+0.042

−0.035 Chandra
RXJ1347.5−1145** 0.447 324.035 48.812 16.753+1.183

−0.894 35.140 10.4 6.14 5.82 0.354+0.094
−0.085 Chandra

A0500 0.067 220.577 −38.484 5.010+0.425
−0.413 0.673 16.1 6.12 3.53 0.483+0.056

−0.054 XMM-Newton
A2941* 0.121 285.500 −62.262 7.301+0.692

−0.661 2.214 16.9 6.09 2.91 0.488+0.046
−0.048 XMM-Newton

A1451 0.199 288.265 39.973 9.704+1.105
−1.041 6.605 21.4 6.06 4.48 0.269+0.081

−0.078 XMM-Newton
A2622 0.061 102.790 −32.498 2.416+0.246

−0.207 0.543 20.0 6.04 5.75 0.366+0.029
−0.019 XMM-Newton

A3122 0.064 247.581 −56.069 4.854+0.442
−0.425 0.582 9.7 6.03 1.57 0.282+0.048

−0.047 XMM-Newton
Zw1703.8* 0.097 18.813 22.409 6.989+0.793

−0.735 1.666 21.0 5.97 19.00 0.428+0.042
−0.071 XMM-Newton

A2443 0.107 80.387 −33.224 6.305+0.127
−0.161 1.813 20.0 5.94 6.31 0.425+0.059

−0.056 Chandra
A1757* 0.123 315.371 38.565 6.526+0.642

−0.656 2.344 93.6 5.91 9.40 0.381+0.083
−0.087 XMM-Newton

A1927** 0.095 34.784 67.662 6.783+1.279
−1.005 1.288 10.5 5.90 2.54 0.320+0.512

−0.227 Chandra
A3814 0.118 16.602 −50.212 4.399+0.431

−0.415 2.035 12.9 5.90 2.10 0.425+0.057
−0.056 XMM-Newton

A2064* 0.065 79.876 54.049 3.700+0.410
−0.399 0.590 23.4 5.86 1.71 0.326+0.267

−0.225 Chandra
A2218 0.171 97.744 38.127 6.750+0.362

−0.323 4.623 4.4 5.85 2.83 0.333+0.117
−0.108 Chandra

A15, page 40 of 42



K. Migkas et al.: Strong LX–T anisotropies from a new X-ray galaxy cluster sample

Table C.1. continued.

Cluster z l b T LX σLX f NHtot Z Instrument
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)

A3854 0.149 8.457 −56.330 6.156+0.758
−0.656 3.449 10.7 5.84 1.25 0.210+0.150

−0.113 Chandra
A1553 0.165 285.589 72.733 7.650+0.817

−0.631 4.189 10.9 5.83 2.29 0.558+0.237
−0.236 Chandra

A0013 0.094 72.276 −78.455 4.719+0.196
−0.194 1.246 11.3 5.82 2.13 0.332+0.061

−0.071 Chandra
MKW11 0.022 335.015 72.244 1.061+0.023

−0.022 0.066 13.4 5.82 2.27 0.285+0.076
−0.053 Chandra

S0868* 0.061 22.879 −29.105 3.630+0.347
−0.390 0.502 20.6 5.81 5.85 0.384+0.091

−0.075 XMM-Newton
RXCJ0510.7−0801 0.220 208.598 −26.006 8.638+0.626

−0.492 7.876 10.7 5.80 8.88 0.607+0.135
−0.158 Chandra

APMCC772* 0.089 336.029 −51.363 3.817+0.601
−0.519 1.007 24.4 5.77 1.90 0.265+0.160

−0.039 XMM-Newton
S0384* 0.061 246.009 −51.760 3.025+0.358

−0.345 0.491 21.6 5.74 1.29 0.499+0.036
−0.065 XMM-Newton

CID28* 0.039 217.445 −33.625 2.450+0.160
−0.150 0.210 23.7 5.72 4.91 0.871+0.175

−0.148 Chandra
A3836* 0.113 342.543 −50.959 5.285+0.644

−0.552 1.753 17.5 5.70 1.77 0.534+0.054
−0.101 XMM-Newton

A2399 0.058 49.815 −44.541 3.915+0.554
−0.387 0.446 19.0 5.68 3.41 0.570+0.093

−0.090 XMM-Newton
RXCJ1314.4−2515 0.244 309.482 37.317 10.628+0.947

−0.907 10.676 16.5 5.68 8.95 0.358+0.049
−0.048 XMM-Newton

S0851 0.010 350.900 −32.639 0.913+0.016
−0.018 0.012 30.4 5.67 4.63 0.453+0.096

−0.072 Chandra
RXJ0228.2+2811* 0.043 147.571 −30.009 1.449+0.067

−0.104 0.272 20.4 5.66 10.70 0.041+0.024
−0.019 Chandra

A0407 0.046 150.614 −19.933 2.504+0.151
−0.139 0.343 26.1 5.61 17.50 0.338+0.102

−0.079 Chandra
A3570 0.038 314.850 23.711 2.242+0.215

−0.215 0.194 33.8 5.61 6.37 0.345+0.057
−0.052 XMM-Newton

A0022 0.141 42.851 −82.977 7.414+0.743
−0.708 2.897 12.1 5.59 2.55 0.265+0.060

−0.059 XMM-Newton
A0773 0.217 166.093 43.368 8.917+0.599

−0.532 7.121 9.0 5.55 1.34 0.610+0.128
−0.135 Chandra

A2254 0.178 41.438 29.107 7.548+0.631
−0.609 4.810 9.3 5.53 5.53 0.295+0.041

−0.040 XMM-Newton
A1918 0.139 106.401 50.819 5.489+0.497

−0.498 2.573 11.2 5.52 1.42 0.277+0.230
−0.180 Chandra

A1035 0.079 179.316 58.472 2.277+0.396
−0.282 0.811 10.4 5.52 1.12 0.433+0.135

−0.118 XMM-Newton
A2402* 0.081 47.528 −45.776 2.916+0.321

−0.365 0.886 14.4 5.52 4.24 0.460+0.075
−0.092 XMM-Newton

ZwCl4905 0.075 276.859 66.152 3.932+0.377
−0.366 0.743 10.4 5.50 1.54 0.415+0.044

−0.043 XMM-Newton
A1763 0.228 92.660 73.452 9.198+0.852

−0.662 8.111 8.1 5.47 0.84 0.574+0.203
−0.194 Chandra

A1837 0.070 329.236 48.130 3.872+0.296
−0.289 0.638 13.4 5.47 5.20 0.354+0.030

−0.029 XMM-Newton
S0987 0.069 30.308 −51.402 2.627+0.448

−0.462 0.616 15.0 5.45 2.42 0.197+0.081
−0.072 XMM-Newton

A2721 0.115 352.146 −77.668 6.323+0.670
−0.633 1.822 13.6 5.45 1.38 0.323+0.073

−0.071 XMM-Newton
A3653 0.107 346.336 −30.319 4.732+0.499

−0.412 1.581 14.3 5.42 4.99 0.529+0.209
−0.167 Chandra

A0697 0.282 186.363 37.261 14.527+1.851
−1.579 11.803 15.6 5.41 3.28 0.518+0.268

−0.239 Chandra
A1204 0.171 230.650 65.454 3.974+0.325

−0.397 4.034 10.8 5.40 1.36 0.106+0.111
−0.080 Chandra

A0458 0.106 218.840 −50.783 4.295+0.424
−0.405 1.443 10.0 5.40 1.28 0.359+0.058

−0.055 XMM-Newton
RXCJ2124.3−7446* 0.062 317.663 −35.777 3.112+0.436

−0.385 0.511 22.0 5.40 7.15 0.351+0.046
−0.066 XMM-Newton

A2496* 0.121 47.720 −60.153 7.098+0.815
−0.776 2.015 21.0 5.37 3.27 0.525+0.102

−0.094 XMM-Newton
HerA 0.154 23.057 28.942 4.199+0.203

−0.172 3.490 10.8 5.36 8.60 0.510+0.100
−0.080 Chandra

RBS0653* 0.286 244.366 −32.130 10.090+0.690
−0.480 11.926 9.2 5.36 2.26 0.459+0.094

−0.098 Chandra
A2312 0.093 98.978 24.852 5.596+0.459

−0.474 1.110 5.4 5.35 5.76 0.195+0.189
−0.124 Chandra

A3140 0.173 245.471 −53.610 6.675+0.694
−0.615 4.126 15.4 5.35 1.44 0.275+0.180

−0.164 Chandra
A3984* 0.197 358.974 −67.268 8.489+1.229

−0.724 5.382 21.6 5.34 1.67 0.430+0.132
−0.064 XMM-Newton

A0543 0.171 225.559 −27.266 6.210+1.487
−0.946 3.991 11.2 5.32 2.61 0.491+0.566

−0.336 Chandra
A3396 0.176 249.893 −21.649 6.312+0.695

−0.659 4.330 9.2 5.30 6.95 0.507+0.130
−0.108 XMM-Newton

S1136 0.064 13.116 −73.048 2.123+0.237
−0.253 0.505 20.5 5.29 1.28 0.370+0.080

−0.073 XMM-Newton
A0980 0.158 163.712 53.546 7.456+0.828

−0.694 3.408 9.2 5.28 0.83 0.460+0.225
−0.207 Chandra

RXCJ1215.4−3900* 0.114 295.335 23.326 6.790+0.550
−0.350 1.837 47.3 5.24 9.76 0.359+0.142

−0.141 Chandra
A2328* 0.143 28.730 −33.561 7.036+0.704

−0.683 2.675 15.8 5.23 5.42 0.301+0.065
−0.054 XMM-Newton

Zw1717.9+5636 0.114 84.866 35.068 3.509+0.346
−0.348 1.668 8.5 5.22 2.39 0.189+0.194

−0.125 Chandra
A3558C 0.045 312.796 30.287 3.986+0.221

−0.203 0.249 32.0 5.21 4.46 0.702+0.197
−0.156 Chandra

S0520 0.295 262.246 −35.377 9.522+1.071
−0.891 10.385 21.5 5.21 2.21 0.334+0.172

−0.168 Chandra
RXCJ1353.4−2753 0.047 319.304 33.003 1.709+0.192

−0.200 0.271 20.8 5.21 5.81 0.159+0.045
−0.039 XMM-Newton

RBS1842* 0.138 39.954 −53.125 4.563+0.425
−0.409 2.472 19.6 5.21 2.27 0.446+0.074

−0.062 XMM-Newton
A3739* 0.159 0.409 −41.860 6.760+0.750

−0.410 3.291 17.0 5.20 3.48 0.624+0.237
−0.219 Chandra
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Table C.1. continued.

Cluster z l b T LX σLX f NHtot Z Instrument
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)

A0761* 0.091 240.373 24.548 4.905+0.544
−0.509 1.030 14.9 5.20 5.49 0.366+0.082

−0.092 XMM-Newton
A1348* 0.113 277.351 47.091 4.631+0.446

−0.119 1.601 15.0 5.19 2.98 0.428+0.050
−0.044 XMM-Newton

A1648* 0.075 304.978 36.175 1.978+0.208
−0.251 0.741 33.6 5.18 8.68 0.168+0.056

−0.023 XMM-Newton
RXCJ1742.8+3900* 0.042 64.471 29.408 1.352+0.106

−0.102 0.221 17.6 5.17 3.74 0.191+0.025
−0.012 XMM-Newton

ZwCl3179 0.143 228.640 53.054 7.817+1.035
−0.902 2.881 9.4 5.14 4.08 0.228+0.268

−0.157 Chandra
Zw0959.6+3257 0.050 193.759 53.241 2.311+0.331

−0.269 0.300 11.1 5.13 1.76 0.617+0.291
−0.270 Chandra

A2533* 0.110 53.801 −63.036 3.712+0.383
−0.362 1.539 26.7 5.13 2.91 0.322+0.106

−0.031 XMM-Newton
RXCJ1337.4−4120* 0.051 312.148 20.713 2.111+0.189

−0.193 0.338 21.0 5.11 8.52 0.457+0.061
−0.067 XMM-Newton

A0209 0.206 159.877 −73.507 9.250+0.936
−0.712 5.681 10.4 5.10 1.51 0.370+0.187

−0.181 Chandra
A1758a 0.280 107.128 65.292 8.830+0.330

−0.279 11.024 9.5 5.08 1.06 0.263+0.065
−0.058 Chandra

A3744 0.038 21.436 −40.136 3.010+0.188
−0.157 0.173 11.8 5.08 6.00 0.570+0.107

−0.108 Chandra
A2442 0.090 56.917 −49.823 4.177+0.511

−0.468 1.040 14.3 5.08 6.40 0.297+0.084
−0.077 XMM-Newton

ZwCl2701 0.214 163.870 48.543 6.116+0.439
−0.315 6.074 17.4 5.07 0.80 0.374+0.109

−0.116 Chandra
A1142 0.035 240.076 59.151 2.029+0.128

−0.153 0.144 13.7 5.06 2.44 0.192+0.057
−0.059 Chandra

A2259 0.164 50.386 31.163 6.655+0.580
−0.488 3.508 8.6 5.05 3.82 0.649+0.265

−0.269 Chandra
MS1306.7** 0.084 312.143 60.939 3.484+0.442

−0.337 0.858 15.1 5.05 1.88 0.223+0.113
−0.087 XMM-Newton
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